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Abstract

Jansen, Peter Willi. Ph.D. Royal Military College of Canada, March 2015.
Robust Coupled Optimization of Aircraft Family Design and Fleet Allocation
for Multiple Markets. Supervised by Ruben E. Perez, B.Eng., M.A.Sc., Ph.D.,
P.Eng., Assistant Professor.

Increasing air traffic demand and the resulting climate impact of aircraft are
of growing public concern. The requirements for new commercial aircraft can
differ significantly for different markets and operators. The design of new air-
craft takes into account different markets and operational requirements; the
design process is only loosely coupled with the use of these aircraft by op-
erators around the world. The economic and environmental sustainability of
commercial aviation requires not only the design of efficient new aircraft, but
also closer consideration of the operations and flexibility of these aircraft dur-
ing the design stage. This can be achieved by coupling the design optimization
of multiple aircraft families with the simultaneous allocation of these aircraft
in multiple markets. Including operational assignment of aircraft in the design
stage can reduce operational inefficiencies, while the design of an aircraft fam-
ily aims at reducing cost through the use of common components. In order to
thoroughly investigate the trade–offs involved in designing efficient, environ-
mentally sustainable aircraft, a coupled robust design optimization involving
uncertainties in passenger demand over multiple years of operations was con-
ducted. Results obtained show that the coupled design of aircraft families with
the allocation of these aircraft to two distinct markets can significantly reduce
fuel burn, operating and acquisition costs compared to existing aircraft. The
optimized aircraft also provide higher flexibility and improved performance
when compared against aircraft obtained from a robust design optimization
approach, where each aircraft is optimized decoupled from the fleet allocation.

Keywords: aircraft families, sustainable aviation, optimization un-
der uncertainty, fleet allocation, aircraft conceptual design.
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resume

Jansen, Peter Willi. Ph.D. , Mars 2015. Optimisation robuste de la concep-
tion de famille d’aéronefs et de répartition de la flotte dans divers marchés
pour des systèmes totalement couplés. par Ruben E. Perez, B.Eng., M.A.Sc.,
Ph.D., P.Eng., Professeur adjoint.

L’augmentation de la circulation aérienne et son impacte sur l’environnement
sont une préoccupation croissante du publique. Les critères de conceptions
de nouveaux appareils commerciaux varient grandement selon le marché et
l’opération. La conception de nouveaux appareils tient compte des marchés
et des besoins opérationnels mais le processus de design n’est que faiblement
couplé aux emploies de ces appareils par les exploitants d’aéronefs à travers le
monde. La durabilité économique et environnemental de l’aviation commer-
ciale exige non seulement un appareil économe mais aussi une plus importante
considération de comment ses appareils sont utilisés lors de la conception.
Pour parvenir à ceci on doit coupler la conception des familles d’avions aux
affectations des appareils dans divers marchés. Inclure l’affectation dans le
processus de design peut réduire les inefficiences opérationnelles, alors que
la conception de famille d’appareils à pour but de réduire les couts en util-
isant de assemblages communs. Pour étudier à fond les compromis requis
lors d’une conception d’appareils économiquement et environnementalement
durable, une optimisation robuste et totalement couplée utilisant des incerti-
tudes de la demande passagère sur plusieurs années d’opérations fut réalisée.
Les résultats démontrent que coupler la conception de familles d’avions avec
les affectations de ces appareils à deux marchés distincts peut grandement
diminuer la consommation d’essence, les couts d’opérations et d’acquisitions
comparés aux appareils existants. Les appareils optimisés permettent une plus
grande flexibilité et une meilleure performance que des appareils conçus par
une optimisation robuste où chaque appareil est découplé de leur affectation.
Mot clés: Familles d’avions, aviation durable, optimisation et incer-
titude, affectation de flotte aérienne, conception d’aéronef.
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LHVfuel Lower heating value of fuel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [BTU
lb ]
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ndoors Number of doors available for boarding/deboarding . . . . . . . . . . . . . [−]

nifc Number of infeasible constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

nnodes Number of nodes in the network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

nPAX Number of passengers boarding/deboarding . . . . . . . . . . . . . . . . . . . . . [−]

nroutes Number of routes/flights in the network. . . . . . . . . . . . . . . . . . . . . . . . . [−]

ntypes Number of aircraft types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

p Vector of uncertain parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

pgk Global best position at iteration k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

pik Particle best position at iteration k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

pi Proportional cost weighting for task i . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

R Flight range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [nmi]

S Ratio of leading edge suction force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

xvi



Nomenclature
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tole Equality constraint tolerance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

toli Inequality constraint tolerance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

Uann Aircraft annual utilization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [hr]

V Aircraft true airspeed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [ ft
s ]
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]

vik Velocity vector of particle i at iteration k . . . . . . . . . . . . . . . . . . . . . . . [−]

W Aircraft weight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [lbf ]

w Weighting coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

Wcommon Weight of common components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [lbf ]

Wexclusive Weight of exclusive components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [lbf ]

Wfuel Weight of fuel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [lbf ]

Wpayload Weight of payload carried . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [lbf ]

x Local design or decision variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

Y Side force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [lbf ]

y Coupling variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

z Global design variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

FF Component form factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

Qi Component interference factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

Vcw Crosswind velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [ ft
s ]
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α Angle of attack. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [rad]

β Sideslip angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [rad]

δa Aileron deflection angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [rad]

δr Rudder deflection angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [rad]
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γ2 Climb angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [rad]

λ Taper ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [−]

ΛLE Leading edge sweep angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [rad]

φ Roll Angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [rad]

ψ Yaw Angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [rad]
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1 Introduction

1.1 Motivation

The continued growth of air traffic over the past decades and the predicted
growth for the next several decades have led to increased awareness and con-
cern about emissions produced by commercial aviation. At the same time, fluc-
tuating fuel prices have put increased economic pressure on the airline indus-
try. A current assessment of the environmental impact of aviation, ATTICA
(European Assessment of Transport Impacts on Climate Change and Ozone
Depletion), estimates that in 2005 the contribution of aviation to total an-
thropogenic radiative forcing (RF)1 was 3.5% (range 1.3-10%, 90% likelihood
range) and when including estimates for RF rise from aviation–induced cirrus
clouds, the contribution increases to 4.9% (2-14%, 90%likelihood range) [4].
Furthermore, the report states that the growth rate in air traffic demand, mea-
sured in revenue passenger miles, in 2007 was 6.6% per year and the long–term
growth rate from 1972-2007 is 6.23% per year [4], while historically the overall
aircraft fuel intensity has only improved 1.2-2.2% a year. These predictions
caused international organizations, such as the International Civil Aviation
Organization (ICAO), to adopt commercial aviation emission targets. The
main target adopted by ICAO is to achieve 2% fleet-wide reductions in carbon
dioxide (CO2) emissions for aviation through 2050 with further investigation
of the feasibility of more ambitious medium and long-term goals, including
carbon-neutral growth [5]. The goals of the International Air Transport Asso-
ciation (IATA) are to achieve carbon–neutral growth by 2020, with an average
improvement in fuel efficiency of 1.5% per year from 2009 through 2020, and a
reduction of CO2 emissions of 50% by 2050, relative to 2005 values [6]. These
environmental impact goals are stated for a commercial aviation fleet-wide
level.

1The net radiation imbalance at the top of the atmosphere due to a perturbation from
human activity [3]
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On the other hand, the NASA Subsonic Fixed Wing (SFW) project pro-
poses emission and noise targets for individual future aircraft. These goals
consider three time frames of increasing improvements corresponding to next
technology generations of aircraft. In this context, the “N” generation are
aircraft in production today, followed by the N+1, N+2 and N+3 genera-
tions, each with a five year timeframe. Table 1.1 summarizes the NASA SFW
Project goals for noise, landing and takeoff nitrogen oxides (LTO NOx) emis-
sions, cruise NOx and fuel burn.

Table 1.1: NASA SFW Project goals summary [7]

Technology Generations
(Technology Readiness Level, TRL, 4-6)

Technology
N+1 (2015) N+2 (2020)** N+3 (2025)

Benefits*

Noise
-32 dB -42 dB -52dB

(cumulative below Stage 4)
LTO NOx Emissions

-60% -75% -80%
(below CAEP/6)

Cruise NOx Emissions
-55% -70% -80%

(rel. 2005 best in class)

Aircraft Fuel/Energy Consumption‡
-33% -50% -60%

(rel. 2005 best in class)

* Projected benefits once technologies are matured and implemented by indus-
try. Benefits vary by size and mission, N+1 and N+3 values are referenced to
a B737-800 with CFM56-7B engines , N+2 values are referenced to a 777-200
with GE90 engines.
** Environmentally Responsible Aviation(ERA) Project’s time-phased ap-
proach includes advancing ”long-pole” technologies to TRL 6 by 2015.
‡ CO2 emissions benefits dependent on life-cycle CO2e per MJ for fuel and/or
energy source used.

Aspects of sustainability and environmental considerations, such as emis-
sions and noise limits, are playing an increasing role in the development of new
transport aircraft [8]. The research emphasis to meet these emission goals has
been placed on incorporating technological advancements in new designs and
new aircraft configurations, such as blended wing bodies, box-wing or truss-
braced wing configurations [7, 9, 10, 11, 12]. Implementing new technologies
and configurations carry with them a high risk and require long development
time frames. Reductions in aviation emissions may not only stem from tech-
nological advancements and new configurations, but also from a closer cou-
pling between the design and operations of new designs. The design of new
transport aircraft by original equipment manufacturers and the operational
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planning by airline operators are usually done independently of each other,
with each focusing on optimizing their respective performance metric. Aircraft
manufacturers design new aircraft for design requirements that are based on
extensive market research and perceived future needs of operators [13]. The
requirements in different markets, such as North America, Europe or China,
and even between operators in the same market can be substantially different
or even conflicting. The strategic planning process of an airline involves the
acquisition and allocation of available aircraft types to specific routes in their
network. Airlines usually operate on thin profit margins and try to maximize
profit by assigning the most efficient aircraft type for a given route [14]. Due
to the disconnect between many operators and few manufacturers, any given
aircraft is rarely operated at its design mission. Another consequence is that
future environmental impact of air transportation is not solely a function of
new aircraft designs and technology but also a function of how these aircraft
are used in airline operations [15]. Surveys of performed departures in the
US domestic market of single-aisle aircraft from data of the Bureau of Trans-
portation Statistics (BTS) show that most routes covered by these aircraft
fall between 30 to 40% of their respective design ranges. Figure 1.1 shows
performed departures in the month of July, 2011 of two representative airlines
in each market by aircraft in the Boeing 737 and Airbus A320 families. In the
European domestic market, most routes are even shorter, falling between 10
to 20% of the respective design ranges. Hence, a tighter coupling between the
design of new aircraft and the actual use of these aircraft in the route networks
of operators offers an opportunity to determine future aircraft characteristics
that allow for a more efficient resource utilization and reduced climate impact
of commercial aviation. New aircraft must not only provide improved envi-
ronmental performance for a single market but also provide the flexibility to
cater to different markets and differing expected growth rates depending on
the world region. The development cost and time of a single new aircraft pro-
gram are significant. One way to reduce these costs is to develop a family of
aircraft where the individual aircraft of that family share certain components
with each other. The design of an aircraft family allows different market needs
to be met, with commonality providing operational benefits, increased flexi-
bility and cost savings [16]. Traditionally the design of an aircraft family is
done by establishing a baseline aircraft and subsequently modifying it to meet
different mission requirements. This approach can often involve substantial
redesign efforts, which in many cases results in almost new aircraft and sub–
optimal performance [17]. The concurrent design of all aircraft in a family can
take greater advantage of commonality in the family, while maintaining high
performance values. Commonality between aircraft can also reduce operating
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(a) North American market (Delta Airlines)

(b) European market (Lufthansa)

Figure 1.1: Performed domestic departures by representative airlines in July
2011 of Boeing 737 and Airbus A320 family in North American and European
markets
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costs for an operator, because it can simplify fleet maintenance, lower spare
part inventories and decrease training costs [2].

1.2 Objectives and Significance

The principal goal of this research is to introduce a system–of–systems frame-
work to combine the multidisciplinary conceptual design optimization of air-
craft families with the optimization of the strategic planning of an airline fleet.
The design of an aircraft family in itself is a system–of–systems problem, with
each aircraft representing an individual system, while the allocation problem
represents an additional system. This research study aims to address the
following concerns with the design of future transport aircraft:

• The effects and trade-offs involved in the concurrent optimization of
aircraft families and aircraft operations on cost and climate impact.
• The trade-offs involved when considering multiple markets in different

regions of the world.
• Investigate the economic and environmental sustainability for manufac-

turers, operators and the public of these aircraft with growing passenger
demand.

The main focus will be placed on using a multidisciplinary approach to
decompose the problem into subproblems that can be optimized concurrently,
accounting for the different trade-offs involved in designing a product family
and assigning the individual members efficiently to operators’ networks. Addi-
tionally, this study aims to enhance the knowledge of solving large system-of-
systems problems with uncertainties present. The aim is to develop a frame-
work for the coupled optimization of any type of aircraft and route network.
Specific application studies in this work focus to address operational ineffi-
ciencies and the sustainability of future narrow–body aircraft. Narrow–body
aircraft currently make up approximately 61% of the world’s jet transport
aircraft and 68% for forecasted deliveries in the next two decades [18]. Fur-
thermore, narrow–body aircraft are used in a wide range of different market
segments, while they are usually designed for longer range missions. The dis-
connect between the design range and the operations of this type of aircraft
can result in higher than required takeoff weights and operational inefficien-
cies.
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1.3 Overview

This dissertation is organized as follows. Chapter 2 presents a critical litera-
ture review of previous work done in the fields of coupled aircraft design and
network allocation, aircraft design with environmental considerations and the
design of aircraft families. Chapter 3 introduces the necessary background
and description of the tools used for conceptual aircraft design, focusing on
the methodology developed to model the design of an aircraft family in the
conceptual design stage. Chapter 4 introduces the route networks used in this
work, the fleet allocation problem formulation and the modeling of passenger
demand uncertainty. The concepts of optimization under uncertainty and how
they can be applied to the robust design optimization of aircraft for varying
passenger loads and route ranges are the focus of Chapter 5, including a test
case of three individually robust optimized aircraft. Chapter 6 describes the
problem formulation and methodology for the coupled design of aircraft fami-
lies and fleet allocation. The results of the fully coupled optimization are also
compared against the results of the decoupled robust optimization. Finally,
Chapter 7 presents the conclusions derived from the different aircraft optimiza-
tion approaches used and a discussion regarding possible improvements and
recommendations for the future. The standard in aviation in North America
is to represent units of measure in the Imperial Measurement System, hence
all units will be presented herein using this same standard.

1.4 Contributions

• A methodology to include the effects of sharing common components
between members in an aircraft family during the conceptual design
phase is introduced.
• A model to simulate the variation in passenger demand, including pre-

dicted future growth, for a network of routes and over an extended period
of operations is presented.
• The formulation of a fleet allocation problem for the simulated demand

characteristics of several years of operations and a solution procedure
are described.
• The development of a system–of–systems solution approach to optimize

aircraft families coupled with the fleet allocation problem.
• The application of the coupled approach to two distinct markets is pre-

sented and the results are used to investigate possibilities this coupled
approach has to reduce the environmental impact of commercial avia-
tion, while also providing economic benefits.
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• A decoupled individual robust design optimization method was devel-
oped to compare against the coupled system–of–systems approach.
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2 Literature Review

The coupling of the design of aircraft families and network allocation is a
complex problem covering several different areas of research. A comprehen-
sive study of previous research incorporating one or more of the main topics
pertaining to the scope of this dissertation has been performed. These top-
ics are the conceptual design of aircraft for environmental considerations, the
coupling of the design and allocation of aircraft and the conceptual design
of aircraft families. This chapter is divided into three main sections. The
first section deals with the design and optimization of new aircraft with en-
vironmental considerations. The second section is primarily concerned with
previous efforts to combine the design of new aircraft with the allocation of
these aircraft in an operator’s network, while the third section discusses pre-
vious work concerned with the design of aircraft families.

2.1 Aircraft Design and Environmental
Considerations

Environmental considerations are of increasing importance in the design of
new aircraft. The design of new environmentally friendly aircraft requires
a more detailed analysis of inter–disciplinary interactions and higher fidelity
analysis methods to assess the impact of new technologies and unconventional
configurations. Work performed by Werner-Westphal et al. [19] showed the
importance of higher fidelity methods in the integrated design of a low noise,
efficient, unconventional aircraft. Fuselage weight penalties due to a forward
swept canard configuration are captured by higher fidelity aerodynamic and
structural analysis. Similarly, Lehner et al. [20] introduced an MDO frame-
work for new aircraft design, which stresses the use of higher fidelity methods,
such as detailed landing and takeoff analysis for emission and noise models
in conceptual aircraft design optimization. The authors also identified three
main sources of uncertainty that should be considered. These sources are un-
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known performance and costs of future technologies, uncertainties in physical
models, such as emissions, and variability in the operations of the designed
aircraft. A single–aisle aircraft was optimized with and without the use of
advanced technologies, which resulted in aircraft with improved performance.
The objective was the predicted ticket costs on a fixed design mission sub-
ject to noise and environmental constraints. Counter to the requirement of
higher fidelity tools to model new technologies such as extended laminar flow
wing designs, only simplified correlation factors were employed for the test
case and no uncertainty analysis was performed. Higher fidelity tools are
generally still too computationally expensive to be used in the conceptual de-
sign optimization of aircraft, where the analysis of a large number of different
geometric configurations are required. Additionally, optimization using high
fidelity tools usually only allows relatively small changes in the overall geom-
etry of the design of a fixed configuration. Lower fidelity tools do provide the
necessary flexibility and they work well for conventional aircraft configurations
and current technology levels.

Recent research has also focused on the inclusion of operational considera-
tions, such as climb and cruise trajectories, in the optimization of environmen-
tally friendly aircraft. The effect of incorporating the operations directly in
aircraft design was demonstrated by Dallara and Kroo [3]. Their work included
a propulsion model for turbofan and propfan engines based on cycle–analysis
methods for performance and scaled measurements for noise. To estimate the
environmental impact of the aircraft designs, a linear climate model with alti-
tude variation for aviation–induced cloudiness and NOx was introduced. The
aircraft were designed using the conceptual design tool PASS (Program for
Aircraft Synthesis Studies) [21], which uses physics–based analysis and semi–
empirical formulations. The climate metric employed in this research was
the average temperature response (ATR) metric, which estimates the mean
temperature change caused by a number of years of sustained operations, for
example 30 years, and a discount rate, which is applied for a number of years
after the aircraft ceased operations, in this case 0% and 3% discount for 500
years. Using these models, a single–aisle aircraft similar to a Boeing 737-800
was optimized with respect to wing, engine and operational parameters, such
as cruise Mach number and initial and final altitude. Additionally, several dif-
ferent technologies meant to reduce the environmental impact of aircraft were
investigated; these included the use of propfan engines, natural laminar flow
wing design and the use of alternative fuels. The results showed that with-
out additional technologies, climate impact can be reduced by 10-35% when
flying lower and slower at a 1% increase in operational cost. Combining new
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technologies in the design optimization resulted in reductions of 45% to 70%
in climate impact of the new aircraft with operational cost savings of 0.6%.
Using the Monte Carlo analysis, a post–optimality study with respect to un-
certainties in the emissions model was performed. This study showed that
even though the uncertainty is quite large, it is not too large to invalidate
the results obtained. Another study included changes in fuel prices from very
low to very high prices. Since the environmentally friendly designs fly slower,
the flight time is increased; hence for low fuel prices the operating costs are
dominated by crew and maintenance costs, while for high fuel prices operat-
ing costs are dominated by the fuel cost. The study showed that the obtained
results are quite robust with respect to fuel prices and cost savings can be
achieved starting at a price of approximately US$ 1.6 per gallon. One more
aspect investigated was the effect of operational changes to reduce climate im-
pact for existing aircraft. The results showed that flying exiting aircraft lower
and slower and using alternative fuel reductions of 20-60% can be achieved at
operational cost penalties of 2-5%.

A similar approach was adopted by Henderson et al. [22]. In this study
a detailed steady, zero-dimensional thermodynamic propulsion analysis was
used to optimize several aircraft types for NOx emissions at landing and take-
off, fuel burn and direct operating cost. A conceptual aircraft design tool
(pyACDT) based on semi-empirical formulation and physics–based analysis was
used. As for the research discussed above, cruise Mach number and initial
and final altitudes were included as design variables in the design optimiza-
tion. The emissions model calculated the emission index for CO2 based on the
fuel burn, while the emission index of NOx was calculated by a correlation de-
pending on flow conditions up and downstream of the combustor. Several op-
timization studies were performed, including a single objective optimization of
a narrow–body aircraft with environmental considerations, a multi–objective
optimization of the same aircraft and the optimization of a large aircraft for
short ranges. Their work showed that low fuel burn designs benefit from high
aspect ratio, low sweep wings and fly at low Mach number and altitude. This
trend is even more pronounced for minimizing NOx emissions at landing and
takeoff, where high aspect ratio wings allow for smaller engines. Designs for
low direct operating cost benefit from higher Mach numbers and hence higher
swept, lower aspect ratio wings, which indicate that a low fuel price was used.
The result for the large aircraft for short ranges showed a reduction of fuel
burn per passenger of 13% when compared to a similar sized aircraft and 5%
for smaller aircraft used on similar routes.
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Franz et al. [8] stress the need to address sustainability aspects in a bal-
anced manner early in the development of future aircraft designs, but ad-
dresses the problem of no commonly agreed definition for sustainable aviation.
They define sustainability to be based on three broad “pillars” – economic,
social and environmental, for which proper indicators have to be selected
to allow for a quantitative analysis of any design. The indicators used by
the authors were direct operating cost (economic), seat pitch and cumulative
equivalent perceived noise level (EPNL) at the three certification points rep-
resenting a fly-over, sideline and approach position (social) and ATR, LTO
NOx, landing and takeoff field length (environmental). Using these indicators
two cases studies were performed using a multi-disciplinary conceptual air-
craft design frame work (MICADO), which uses analytical and semi-empirical
models. The first was a parameter study of varying cruise Mach number and
cruise altitude for an existing 150 passenger aircraft based on a 1960 nautical
mile mission. The second included the design of the aircraft, based on wing
area, sweep angles and takeoff thrust, within the parameter study. In both
cases it was found that, for the given operational mission, reducing the flight
level increases the environmental efficiency of the aircraft. Furthermore, when
including the design of the aircraft within the framework, the trend to reduce
all of the given sustainability indicators was to also reduce the cruise Mach
numbers to 0.75 or below.

The studies discussed above showed that significant reductions in envi-
ronmental impact of aircraft can be achieved by including environmental and
operational considerations during the design optimization process. In these
cases, a fixed design range and number of passengers were used. These de-
sign missions may differ quite significantly from the actual operational use of
these aircraft by an airline leading to possible operational inefficiencies that
can offset any reductions in emissions, as highly optimized solutions can be
very sensitive to minor variations in operational conditions. Hence, the effect
of the coupling between the design of new aircraft and the actual operational
use of these aircraft need to be explored further.

2.2 Coupled Aircraft Design and Network
Allocation

The most extensive research effort to date in coupling the design of new aircraft
with the use of these aircraft in airline operations was performed under the
supervision of W.A. Crossley from Purdue University. Mane and Crossley [1]
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showed in 2005 that incorporating the designed optimization of a yet–to–be de-
signed aircraft in the optimization of a fixed airline transportation network can
reduce the daily direct operating costs significantly. They solved the coupled
aircraft design and network allocation problem by decomposing the problem
similar to a sequential decomposition multidisciplinary design optimization
(MDO) approach. The outline of their sequential decomposition can be seen
in Figure 2.1. The aircraft design problem and the network allocation prob-

System Level

minimize: fleet DOC
variable: capacity

Aircraft Sizing Subspace

minimize: design route DOC    
subject to: balanced field length
variables: W/S, AR, T/W           

Airline Allocation Subspace

minimize:     fleet DOC               
subject to:     passenger capacity,

      trip limits
variables:     aircraft allocations 

capacity

route cost

fleet direct operating cost(DOC)

Figure 2.1: Sequential decomposition of the coupled aircraft sizing and fleet
allocation optimization problem [1]

lem were considered as disciplines, each solved sequentially by an appropriate
optimizer, with the system level optimizer handling the common design vari-
ables between the two disciplines. The objective of the coupled optimization
was to minimize the network operating costs while meeting a given passenger
demand for a simple network. The aircraft design sub–problem consisted of a
simple aircraft sizing using the main wing aspect ratio, wing loading, thrust–
to–weight ratio and number of passengers as the design variables and subject
to a takeoff field length constraint. The reduction in the overall network op-
erating costs resulted from the new aircraft being specifically designed for the
given network. They continued their research to illustrate the scalability of
the coupled problem for larger airline transportation networks [1]. Starting
in 2008, Mane and Crossley [13, 23, 24] extended their research further by
incorporating uncertainty in passenger demand. Instead of optimizing the
operations of a large airline, they shifted their focus to fractional operation
companies that provide on–demand air transportation. As in their previous
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work, they decomposed the coupled aircraft design and network allocation
problems, but they also included uncertain passenger demand between route
pairs and for single routes using a Monte Carlo simulation based on probability
distributions. The aircraft design problem was extended by adding total range
and cruise velocity as design variables. The results obtained by incorporating
uncertainty in passenger demand showed that the overall network operating
cost could be reduced by designing an aircraft for a shorter than maximum
required range in the network and using chartered aircraft to service longer
routes.

Building on the work presented above, Davendralingam and Crossley [25]
introduced the addition of a dynamic passenger demand model in the coupled
aircraft and network design problem. Incorporating the passenger demand
model provides a feedback mechanism to the network optimization problem
reflecting changes in ticket price and operations, but no results from a test
problem were presented. Davendralingam et al. [26] continued the work on
dynamic passenger demand models to investigate the effect of introducing new
aircraft to an airline network problem. Using dynamic passenger demand, a
conceptual four city network problem was solved for three potential new air-
craft and compared to two legacy aircraft. In this case, the potential aircraft
were not optimized concurrently with the network problem, but modelled on
existing new aircraft with a capacity of 50, 180 and 305 passengers, respec-
tively. The results showed that the total estimated revenue was affected by
the changes in operation of the different aircraft with revenue increased from
the smaller to larger aircraft.

Nusawardhana and Crossley [27] investigated the effect of a yet–to–be de-
signed aircraft on the long–term fleet assignment problem of an airline. Their
problem formulation included dynamic aspects, such as annually increasing
passenger demand and availability of aircraft due to scheduled maintenance.
The objective was to determine when an airline would need to acquire new
aircraft to meet future demands and the design of such aircraft. The alloca-
tion problems considered were two realistic, large–scale networks consisting
of a single hub and 11 and 31 routes, respectively. As for previous work, a
simple aircraft sizing tool with the same design variables as above was used.
They found that a new large aircraft would be required after six years of op-
eration to meet increasing passenger demand. One main concern with the
presented work is that the aircraft sizing problem was solved a priori for dif-
ferent numbers of passenger capacities and the longest routes in the given
networks. Hence, no direct coupling between the aircraft sizing and fleet allo-
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cation problem were considered.

Recent work by Govindaraju and Crossley [28] looked at the effect of in-
cluding profit-motivated fleet allocation by two airlines for the concurrent
design of an aircraft. Instead of solving the allocation problem to minimize
cost for the airlines a ticket price model was introduced to allow maximizing
profit. Their work showed that when optimizing for a single new aircraft for
two large scale networks of different US airlines, there exists a trade–off be-
tween the capacity of the new aircraft compared against an optimization for
each airline individually. The obtained aircraft has a capacity of 89 passen-
gers, indicating that profit-based allocation leads to smaller aircraft than in
their previous work.

Choi et al. [29] introduced an approach to include demand uncertainty
in the acquisition decision for military airlift operations. The problem to be
solved was the introduction of a yet-to-be designed aircraft for the US Air
Force Air Mobility Command, which experiences very high uncertainty in the
demand of pallets to be delivered. To include this demand uncertainty, a
Monte Carlo sampling technique was used in the fleet allocation subproblem.
Solving a 22 base problem it was found that to increase the flexibility and re-
duce operating cost of the existing fleet, a smaller aircraft should be acquired.

Similar to the work done by Crossley et al., research by Taylor and de
Weck [30] investigated the effect of concurrent optimization of the design of
an aircraft coupled to a package delivery network problem. In this case, the
system level optimizer is handling the aircraft design variables, which includes
range, capacity, cruise velocity, wing loading, thrust–to–weight ratio and the
number of engines. Instead of decomposing the problem into two sublevel
optimization problems, only the network optimization problem is solved as
a sublevel problem within the system level objective function evaluation. A
package delivery network problem consisting of a single hub and six target
cities was solved for three existing aircraft and using the coupled approach.
They found that integrating the optimization of the flight vehicle design and
the transport network allows exploitation of the coupling between the two sys-
tems to improve operational efficiency and reduce the daily operational cost
of a given network by 10% compared to the existing aircraft.

In an approach by Lehner et al. [31] the conceptual design of a new air-
craft was coupled with a two stage network design problem. The first stage
allocates aircraft between city pairs to minimize operating cost, while in the
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second stage, passengers are allocated to the given flights in the route network
to optimize a given utility function, such as total fare paid. The main idea
behind this two stage approach is to use a small scale representative network
to model the large scale real world air transportation problem. Using a five
city network and notional 150 and 75 passenger aircraft as the existing fleet
introducing a 130 passenger aircraft, with a design range of 1025 nautical
miles, can increase the total network operator profit by 10%.

Marwaha and Kokkolaras [32] also coupled the sizing of a new aircraft with
the network design and aircraft allocation problems. They used a sequential
nested decomposition of the problems, with the aircraft sizing followed by the
network configuration and finally the aircraft allocation problem. The test
case under consideration was a regional airline in the Canadian west, that ex-
pands into the east by adding Toronto and Montreal to the cities served by the
airline. To achieve this expansion a new aircraft is required that can fly these
longer routes and increased demand. A passenger demand model that includes
geographical and language factors was used to estimate the passenger demand
between the different city pairs. The sizing of the aircraft was done with the
aircraft capacity, design range, wing aspect ratio, thrust–to–weight ratio and
wing loading as the design variables. Takeoff field length was the only con-
straint considered for the aircraft sizing problem. The system level objective
was to minimize overall direct operating costs of the fleet. The solution to
their first test problem, which consisted of a seven city network, showed signif-
icant reduction in direct operating cost, by a factor of almost 3, of designing
the network with the aircraft compared to a traditional hub and spoke net-
work. The second test cases, which had an increase in the size of the network
to 15 cities, showed that there are still significant reductions when configuring
the network. The cost ratio compared to a single-hub network reduces with
increasing network size. Another aspect that was highlighted in this work was
the multi-modality of the coupled problem, with several observed local min-
ima in the seven city problem and a significant increase in the 15-city problem.

The research works discussed above focused on using high level decision
variables, such as capacity, wing loading and thrust-to-weight, for the design
of the new aircraft. Hence, the results represent more the operator’s point of
view on the type of new aircraft required, instead of focusing on the design
of these new aircraft. Additionally, the optimizations were mainly carried out
with respect to economic considerations in the form of operating costs. Envi-
ronmental performance considerations were not included either as objectives
or constraints.
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Work, carried out by Bower and Kroo [33], did include higher fidelity,
physics–based analyzes combined with empirical formulations. They per-
formed a multi–objective simultaneous optimization of a single-aisle aircraft
design and a specific route network. The objectives selected were operating
costs and CO2 and NOx emissions. Similar to Taylor and de Weck, the cou-
pled optimization problem was decomposed hierarchically, with the aircraft
design problem as the system level optimization and the network problem
as a subspace optimization. The aircraft design variables included capacity,
wing loading, maximum takeoff weight, wing aspect ratio, taper and sweep
angle, thickness–to–chord ratio, ratio of horizontal tail area to wing area,
and the location of the wing along the fuselage. The engine design variables
included thrust–to–weight ratio, overall and fan pressure ratio and turbine
entry temperature. Operational design variables were cruise Mach number
and cruise altitude. Carbon dioxide emissions were directly correlated to fuel
burn, while the more detailed engine model allowed for an empirical corre-
lation of NOx emissions. The network selected for the test problem was a
simple four city eight segment network with constant passenger demand. Re-
sults from the multi–objective optimization showed a strong trade–off between
operating costs and NOx emissions as well as CO2 and NOx emissions. For
operating costs and CO2 emissions, there was little trade–off evident, which
can be explained by the direct relation of cost and CO2 emissions on fuel burn.
Compared to today’s aircraft of the same class, the obtained aircraft designs
show a tendency to use higher bypass ratio engines and thicker, higher aspect
ratio wings.

Generally, previous research illustrated the possibility of exploiting the
coupling between the design of new aircraft and the operational use in a given
transportation network to reduce operating costs and possibly emissions. In
previous research only single new aircraft are introduced to an existing fleet. A
single new aircraft seldom can meet the requirements of multiple markets but
incurs high research and development cost. To provide increased flexibility for
multiple markets, while lowering research and development cost, the design of
several aircraft, which share common components and form an aircraft family,
coupled with the use of these aircraft in different markets needs to be explored.
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2.3 Aircraft Family Design

Product families, which are groups of related products which share common
and distinctive features and meet different design requirements, are widely
used in the design of new products [34]. The main advantage of having a line
of products with common components is reduced development and manufac-
turing cost [35]. In the aircraft industry the idea of commonality has been
used in successful aircraft families such as the Airbus A320 or Embraer E-Jets
product line. The design of an aircraft family allows different market needs
and design requirements to be met, while providing operational benefits, in-
creased flexibility and cost savings [16]. From a manufacturer’s point of view,
product families cater to the varying needs of potential customers by offer-
ing a wider selection of aircraft at a lower development and production cost.
Commonality between aircraft can also reduce operating costs for an oper-
ator, because it can simplify fleet maintenance, lower spare part inventories
and decrease training costs [2].

Traditionally the design of an aircraft family is done by designing a baseline
aircraft which is subsequently modified to meet varying mission requirements
and address different market needs at a later time [17]. This is usually achieved
by inserting or removing fuselage frames (plugs), adding wing span and chord
extensions and re-engining the aircraft. This approach can often lead to sub-
stantial modifications resulting in development costs similar to that of a new
aircraft program and sub-optimal performance [17]. Another approach is to
design all the aircraft in the family simultaneously while taking into account
shared components. This allows taking full advantage of commonality be-
tween aircraft while maintaining optimal performance of each aircraft in the
family. In both cases the use of common components is generally associated
with a weight penalty for some of the aircraft in the family.

Still, little research effort has been performed on the conceptual design of
an aircraft family with no recent publications. One of the first works con-
sidering the design optimization of an aircraft family was by Willcox and
Wakayama [17] in 2003. In this work, the authors investigated the simultane-
ous optimization of a two aircraft family whose design missions differed signif-
icantly. The sample test case was the design of two blended wing aircraft with
varying degrees of commonality in the structure of the wing. To account for
commonality between aircraft, constant cost reduction factors based on indi-
vidual component weights and learning curve effects were applied. Minimizing
the family simultaneously for maximum takeoff weight produced a lower com-
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bined weight when compared to a sequentially optimized family and a weight
penalty of 0.05% for the first and 2% for the second aircraft when compared to
single point optimization. Performing a cost analysis for the point design and
simultaneous optimized aircraft, which included an increased learning curve
effect and commonality effects, it was found that due to the weight penalty
from the common components, the baseline unit cost of the family was higher.
This may be explained by the fact that the cost analysis was performed after
the optimization.

In 2006, Allison et al. [36] explored the use of MDO decomposition methods
in the concurrent design of an aircraft family. The two methods investigated
were analytic target cascading (ATC) and collaborative optimization (CO). In
both methods, the aircraft family optimization problem is decomposed by op-
timizing each individual aircraft as decoupled sublevel problems. In ATC the
system level problem is solved by a sequence of sub–optimization problems,
while in CO the sublevel optimization problems are nested into the system
level problem. To explore the validity of both methods, a relatively simple
two aircraft family problem was solved, with each aircraft having distinct de-
sign missions. The main wing was the common component shared by both
aircraft while the objective was to minimize an aggregate of the acquisition
and operating costs. Again constant cost reduction factors were used to ac-
count for the use of common components. The acquisition costs, which include
the development and manufacturing costs, captures the effect of commonality
between the aircraft. The performance of the aircraft was evaluated using
the conceptual design tool PASS. The two methods arrived at similar solu-
tions, with the CO solution having slightly lower cost indices for both aircraft.

Perez and Behdinan [2] also used a CO–based decomposition approach
to optimize a four aircraft family each with distinct missions covering differ-
ent market segments. A commonality index approach was used to model the
effects of commonality on cost. The research and development cost and pro-
duction costs were affected by the commonality index of each aircraft and by a
cost reduction factor for each cost contributor, such as engineering, tooling or
support. The commonality index for each aircraft was calculated based on the
ratio of the weight of the common components used on that aircraft over the
combined weight of the common and exclusive components. The optimization
results showed that designing an aircraft family with common components
can lead to significant reductions in the cost for a manufacturer by lowering
development, tooling and assembly costs. Also some reduction in the direct
operating costs was observed when compared to individually optimized air-
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craft. These reductions in costs came with a structural weight penalty and
higher maximum takeoff weights.

To date, the effects of possible increased structural weight of an aircraft
family on fleet wide environmental and economic metrics have not been ex-
plored. Additionally, considering design requirements from route networks in
different markets or regions of the world for the members of an aircraft family
have not been considered explicitly.
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The conceptual design of new aircraft is a complex, multidisciplinary task.
To properly assess the performance and environmental impact of aircraft, a
comprehensive aircraft design framework is required. The framework must
provide a level of fidelity in the disciplines that takes into account the in-
teractions and trade–offs of the different disciplines. At the same time, the
framework must be flexible and computationally inexpensive, since the con-
ceptual design optimization of aircraft involves the analysis of a large number
of different configurations at many different operational conditions. Addition-
ally, the effects of sharing common components must also be considered when
designing a family of aircraft and be reflected in the analysis of these aircraft.
This chapter presents the main background and the development of the con-
ceptual aircraft design methodology and tools necessary to perform a concep-
tual design optimization of commercial transport aircraft families. The first
part of the chapter provides an overview of the developed aircraft design soft-
ware split along discipline lines. The second part describes the extension of
the aircraft design methodology and analysis tools for aircraft families in the
conceptual design stage.

3.1 Aircraft Conceptual Design Toolbox

The main resource for the conceptual design of aircraft to be used for this
research is the object–oriented Aircraft Conceptual Design Toolbox (pyACDT)
written in Python [37]. This toolbox provides a modular, multi–fidelity, mul-
tidisciplinary aircraft design framework and has been under development for
over ten years. The object–oriented design of the framework provides a mod-
ular structure that makes it extremely flexible for multidisciplinary design.
The framework uses several high level modules that are used to either define
the aircraft, define mission parameters or disciplinary analysis. The object–
oriented concepts used in the development of the framework allows for easy
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integration of new disciplines and analyses, and rapid use of different levels
of fidelity in the analysis. Each discipline is implemented as a stand–alone
submodule, while the high level modules ensure seamless interaction between
different disciplines.

The general methodology used for an individual aircraft is shown in Fig-
ure 3.1. A list of design variables and fixed parameters are used to define the
geometry, design payload and design mission for the aircraft. Analysis tools
are then used to estimate the weight, propulsive and aerodynamic performance
of the design. Based on these performance characteristics, the required fuel
for the design mission and design payload are calculated and the maximum
take–off weight is updated until convergence in the sizing loop is achieved.
After the aircraft is sized, the current design can be assessed based on differ-
ent criteria such as research and development (RDTE) cost, production cost
and/or fuel burn and operating costs for specific missions and payloads. To
facilitate the assessment of a given design on many different missions, aero-
dynamic and performance response surfaces can be generated. Additionally,
aircraft design constraints can be evaluated for each discipline.

For this work, each design was started from a white sheet and many differ-
ent candidate designs were being considered. To provide a rapid assessment
of each design, while retaining important interdisciplinary interactions, each
discipline used analytical and semi–empirical methods commonly used in con-
ceptual aircraft design. A short description of the analysis modules follows
below.

3.1.1 Aircraft Definition

The aircraft definition is handled through several modules. These are the
aircraft geometry, systems and payload modules. Different levels of abstrac-
tion can be used for these definitions, such as lumped or detailed payloads, to
accommodate different design problems. The actual aircraft configuration is
defined through the geometry module. The module uses a hierarchical para-
metric component decomposition with association between joint components.
Hence, the aircraft configuration consists of several upper level components,
which consist of one or more sublevel components. Where applicable, the
module also calculates additional properties, such as wetted areas, internal
volumes, an equivalent wing and coordinate locations with respect to a pre-
defined datum, which may be required by different analysis and are directly
derived from the parametric inputs. Figure 3.2(a) shows the build–up of in-
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Figure 3.1: Single aircraft conceptual design methodology using pyACDT

dividual components for a Boeing 777-200ER, while Figure 3.2(b) shows the
integrated geometry of the aircraft. The fuselage is contained in a body surface
object, which contains three body segment objects defining the cockpit, pas-
senger compartment and tail section of the fuselage. The input parameters for
body segments are radius, width–to–height ratio and shape parameters that
are used in a super ellipsoid formulation to generate the outer mold line sur-
faces. The wing, horizontal and vertical tails are contained in lifting surface
objects, which in turn are created from one or more lifting segments. The
individual lifting segments are defined by a simple set of preliminary design
parameters, such as total area, aspect ratio, taper ratio, leading-edge sweep
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(a) Boeing 777-200ER geometry component
build–up

(b) Boeing 777-200ER geometry

Figure 3.2: Example geometric representation for Boeing 777-200

angle, root and tip thickness ratios, dihedral angle, twist distribution and air-
foil definitions. Lifting surfaces can contain additional components, control
surfaces and wingtips. The geometry of the engines is given by the propul-
sion module, either from the actual geometry or determined from empirical
formulations based on the type of engine and the sea-level static thrust. The
nacelles are again modelled as body surfaces and are defined by the geometry
of the engines they contain. The use of a parametric definition allows for a
greater range of different shapes and aircraft configurations as is desired for
conceptual design. The geometry module is also used as a common aircraft
definition for the discipline specific analysis modules described below.

3.1.2 Weight and Balance

The weight module estimates the weight of main aircraft component groups
using statistical and empirical methods [38, 39, 40]. The maximum take-
off weight is solved using fixed point iterations, since the weight of several
components, such as the wing, empennage or landing gear, depends on the
maximum takeoff weight with mission fuel weight and payload weight as in-
puts. The mission fuel required is calculated using the performance module,
as discussed in Section 3.1.5. The payload weight is given by the payload
definition. The main component groups’ weight is given by the summation
of the individual component weights. The structures group includes wing,
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empennage, landing gear, fuselage and nacelle weights. The propulsion sys-
tem group includes engine, oil, thrust reverser and starting system weights.
The systems group includes the anti-ice, avionics, air-conditioning, electri-
cal, APU, fuel, hydraulic, flight control and instrumentation systems. The
furnishings group uses either a statistical estimate based on the number of
passengers or, if defined in detail, the weights of individual elements such as
seats, lavatories, emergency systems and galleys. Operational items include
the weight of attendants and crew and their baggage, the weight of unusable
fuel and the empty weight of any cargo containers. Given the weight of each
component, the maximum range of the center of gravity (C.G.) for the aircraft
configuration is calculated based on the C.G. limit of each component, due to
geometric and functional considerations [41].

3.1.3 Aerodynamics

The aerodynamic module is important to properly gauge the performance
of a particular design configuration. The module needs to provide the total
drag coefficient for a given aircraft geometry either for a given lift coefficient
or angle of attack as well as stability derivatives for given flight conditions.
Computational efficiency plays an important role since during the conceptual
design process, each design must be analyzed at many different flight condi-
tions. High–fidelity computational fluid dynamic (CFD) algorithms can yield
very accurate solutions for aerodynamic problems. However, these algorithms
do not yet provide the required automated flexibility and computational speed
required for the conceptual aircraft design optimization [42]. To provide rapid
execution and robustness, analytic and semi-empirical formulations common
to conceptual aircraft design are used to evaluate the aerodynamic perfor-
mance of the aircraft [38, 39, 40, 43, 44].

The total drag of an aircraft can be divided into two main components,
parasitic drag and induced drag due to lift. Parasitic drag includes drag from
skin friction, pressure, or form drag, interference drag and transonic wave drag
due to shock waves. The skin friction and form drag, CDF are calculated by a
detailed component build-up and additions due to fuselage upsweep and base
drag, nacelle base drag, and a markup for drag caused by protuberances [43]:

CDF =
∑
i

CFiFFiQi
Sweti
Sref

+ CDfuse.upsweep

+CDfuse.base + CDnacellebase + CDprotuberance (3.1)
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where CFi is the flat–plate skin friction coefficient for component i, FFi is
the form factor to account for pressure drag, Qi is the comportment interfer-
ence factor and Sweti , Sref are the component wetted area and reference area,
respectively. Both, the form factor and skin friction coefficient in Equation
(3.1), are estimated based on semi-empirical formulations. The skin friction
coefficient is calculated based on local Reynolds number, with fixed transi-
tion points between laminar and turbulent flow and skin roughness correc-
tions [45]. Schlichting’s composition formulation [46] is used to combine skin
friction from laminar and turbulent flow, where the Eckert Reference Tem-
perature method [47] is used for laminar flow and the Van Driest II [48, 49]
method for turbulent flow. The form factor provides a correction for thickness
effects, local surface velocities and pressure drag. Two formulations are used,
one for lifting surfaces and one for bodies of revolution, such as the fuselage or
nacelles. The lifting surface form factor is a function of Mach number, sweep
angle, maximum camber and thickness-to-chord ratio [50, 38], while the form
factors for bodies of revolution are based on an empirical function of the fine-
ness ratio, which is the ratio of diameter to length of the body [50, 38]. The
transonic wave drag is calculated for each lifting surface carrying lift based on
a simple semi-empirical method by Shevell [51]. This method estimates the
drag divergence and critical Mach number for a given wing section based on the
quarter chord sweep angle, lift coefficient, thickness-to-chord ratio and type of
airfoil used. The lift increment and drag due to flaps and spoilers is estimated
based on the flap type and deflection of the flap using empirical correlations
from NASA and Roskam [45, 40]. The stability derivatives of the aircraft
and maximum lift coefficient are estimated using semi–empirical formulations
based on work performed by NASA [45] and modified by Roskam [40].

The induced drag is estimated by combining two leading edge suction
methods. Both methods estimate the ratio of the actual leading edge suction
force to the theoretical maximum suction force, S, to provide a value for the
Oswald efficiency factor, e, of the lifting surface, which can then be used to
estimate the drag–due–to–lift factor, K, where:

K =
1

πARe
(3.2)

which gives the induced drag based on the lift coefficient, CL, by:

CDi = KC2
L (3.3)

where AR is the aspect ratio of the lifting surface. The first method uses a
polynomial fit to empirical data to estimate the ratio of the suction forces [45]:
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S1 = 0.0004K3
s − 0.008K2

s + 0.0501Ks + 0.8642 (3.4)

The second method uses an exponential fit, resulting in the expression [52]:

S2 = 0.974− 0.0976 exp(−0.456Ks) (3.5)

where the parameter Ks is given by:

Ks =
ARλ

cos ΛLE
(3.6)

with λ the taper ratio and ΛLE the leading edge sweep of the lifting surface.
Often one method over-predicts, while the other under-predicts the ratio of
the leading edge suction force and vice versa. In this study, the two values
were averaged to obtained a better estimate for the suction force ratio, S,
which is then used to calculate the Oswald efficiency factor:

e =
1.0

π AR
CLα

[S + (1− S)]
(3.7)

where CLα is the lift curve slope of the lifting surface. The induced drag of the
aircraft depends on the required lift coefficient, the aspect ratio, taper ratio
and leading edge sweep of the wing.

Trim drag is calculated based on a static stability analysis by an integrated
stability and control module and the required control surface deflection to
achieve a zero pitching moment around the center of gravity of the aircraft.
The trim drag calculation assumes a steady state flight condition and, for con-
ventional configurations, the incidence angle of the full horizontal stabilizer is
used to achieve the trimmed condition. The analytical aerodynamics module
can provide good results very rapidly for standard configuration aircraft.

The aerodynamics module is also used to generate a set of drag polars for
a given aircraft geometry and centre of gravity locations. The drag polar is
defined as:

CD = CDo +KC2
L (3.8)

where the total drag coefficient, CD, is expressed as a parabolic curve in terms
of a lift independent drag coefficient, CDo and the square of the lift coefficient
CL and a drag–due–to–lift factor, K. It can be noted, that the drag–due–
to–lift factor for the aircraft polar includes all effects due to lift for the entire
aircraft. The drag polars are generated for a set of altitudes and Mach numbers
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for the “clean” or cruise, takeoff and landing configuration. The drag for a
given flight condition is then estimated by interpolating between the given drag
polar curves. The drag polars are used to further increase the computational
speed of the aerodynamic calculations for a given configuration.

3.1.4 Propulsion

The propulsion module uses a parametric turbofan engine model to calculate
the net thrust and specific fuel consumption at a given altitude, Mach number
and thrust setting. The parametric model is based on the model developed by
Bartel and Young [53], which is based on empirical equations and curve fits
for two–shaft turbofan engines. The input variables are static sea–level thrust
and bypass ratio and the output is the adjusted thrust and fuel consumption
for the given flight conditions. A formulation for partial power setting and
altitude variation was also added to the parametric model [54]. The original
model by Bartel was modified to match available data of existing engine decks.
The modified model provides the total installed thrust and its components in
any given coordinate system. Additionally, the modified model also predicts
the windmilling drag if one or more engines are inoperative [55]. Figure 3.3
shows the variation of thrust and thrust specific fuel consumption (TSFC)
with Mach number and altitude for a modeled Turbofan engine. The geomet-

Figure 3.3: Performance map of a parametric turbofan engine at a thrust
setting of one (42600 pounds of static sea-level thrust, bypass ratio of 5.8)
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ric representation of the engine in the geometry module is also shown. The
available thrust decreases with increasing altitude and corresponding decreas-
ing density, and also with increasing Mach number up to the transonic regime.
At higher Mach numbers compressibility effects do provide again increasing
thrust at lower altitudes. Similarly the specific fuel consumption increases
with increasing Mach number.

3.1.5 Performance

The performance module estimates mission fuel burn and flight time, as well
as point performance parameters for a given mission profile. The module can
also calculate off–design performance for a single mission segment, such as
high and hot takeoff performance. Extra performance parameters calculated
include takeoff field length, balanced field length, landing field length and
second segment climb gradient. The model uses a combination of analytical
expressions and numerical simulation in the space domain to calculate the
aircraft characteristics for each mission segment. The aircraft is modeled as a
point mass system. Figure 3.4 depicts the general forces acting on the aircraft
as well as the definitions of the flight path climb angle γ2. The drag acting
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Figure 3.4: Forces acting on aircraft in straight, steady and symmetric flight

on the aircraft is represented by D, while W is the current weight, L is the
total lift and V is the true airspeed. The simplified performance equations
of motion for the point mass system in the velocity axis system can then
be simplified by assuming straight, level and symmetric flight. The general
equations of motion are then given by [56]:

−D +
∑

FNx −W sin γ2 = mV̇ + ṁV (3.9)

Y =
∑

FNy (3.10)

−L+W cos γ2 +
∑
FNz = mV γ̇2 (3.11)
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3.1. Aircraft Conceptual Design Toolbox

where m is the aircraft mass and ṁ the mass flow rate given by the fuel con-
sumption of the engines, Y is the side force and FNx , FNz are the net thrust
components of each engine in the x and z direction.

The model uses coarse, fixed step numerical simulation for climb and de-
scent, discretized by altitude steps, cruise, discretized by ground distance,
and loiter segments, discretized by time steps. At each step the aerodynamic
characteristics of the aircraft are either estimated by the full aerodynamics
module or the given aircraft polars and the engine characteristics are given
by the propulsion module. For takeoff and landing performance, a simplified
approach by Powers [57] is used to calculate the ground run performance. The
ground run acceleration, or deceleration, is integrated analytically assuming
the thrust varies quadratically with the aircraft velocity.

The performance module allows for several options that can be enforced
for the different flight segments. For the climb segments, a standard climb
schedule can be followed which includes initial climb at a maximum calibrated
airspeed (CAS) of 250 knots to an altitude of 10000 feet, as per air traffic con-
trol rules (ATC), followed by a level acceleration to a prescribed CAS and
climb at constant CAS until the final Mach number is reached, at which point
climb continues at a constant Mach number. Similarly, the same procedure
in reverse can be applied during descent, including a limit on the rate of de-
scent as given by cabin pressure restrictions due to passenger comfort [58].
The cruise segment can either be performed at constant Mach number and
altitude, constant Mach number and constant lift coefficient (cruise–climb),
step climb segments or at varying Mach numbers and altitudes.

The computational burden when analyzing the performance of multiple
aircraft over a wide range of routes and payloads is substantial. In the current
work, the number of points with different payloads and route ranges for which
the performance must be evaluated reach the order of half a million points
per aircraft when solving the fleet allocation problem. For each set of pay-
load and flight range, the takeoff weight which depends on the fuel required
for the mission and the distance traveled during cruise must be determined.
The performance module calculates these values by using a two dimensional
Newton’s method, which requires several performance evaluations to converge
on the takeoff weight and length of the cruise segment. To facilitate the anal-
ysis of several aircraft in terms of fuel burn, flight time and takeoff weight,
a bi–quadratic response surface can be generated. The response surface is
constructed using a central composite design with eight points around a ninth
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3.1. Aircraft Conceptual Design Toolbox

central point of payload and main mission flight range as the independent
variables. An estimate of the desired performance output values, such as fuel
required or flight time, can then be obtained by solving the quadratic equa-
tion [59]:

ŷ = a0 + a1(x1 − x0
1) + a2(x2 − x0

2) + a3(x1 − x0
1)2 (3.12)

+a4(x1 − x0
1)(x2 − x0

2) + a5(x2 − x0
2)2

where xi are the independent variables, in this case payload and main mission
flight range, ŷ is the estimate of the exact performance output value, y = f(x),
and the coefficients of the polynomial function, a0, . . . a5, are given by:
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where xj are the independent variables of point j. An example of the location
of the points used is shown in Figure 3.5(a). As can be seen, Point 3 is at
the sizing point of the aircraft, with maximum passenger payload and at the
design range. The sizing point is used, since the values are known from the
sizing of the aircraft and do not need to be reevaluated. Points 1,4 and 6 are
defined at the flight range without a cruise segment, hence the aircraft climbs
to a specified altitude and then begins the descent. It was observed that for
aircraft with low design ranges, generally around 1000 nautical miles, using the
sizing point can lead to increased error in the outputs of the response surface.
To improve the quality of the response surface, a point at a lower payload
can be used, as can be seen in Figure 3.5(b). Employing the response surface
to evaluate the performance of an aircraft significantly reduces the evaluation
time to an average of 1.4×10−4 seconds for different flight ranges and payloads
compared to 80 seconds using the full performance model. The average error
of the estimated output values from the response surface compared to the full
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(a) Evaluation points for aircraft with high
design range

(b) Evaluation points for aircraft with low
design range

Figure 3.5: Quadratic response surface evaluation points for two example
aircraft

performance evaluation are less then 1%. An evaluation of the accuracy of
the response surface for different aircraft can be found in Appendix C.

3.1.6 The Economics Model

The economics module in pyACDT uses individual models to estimate the re-
search, development, testing and evaluation cost, the production cost and the
direct and indirect operating costs for each aircraft.

Research and development is mainly a non–recurring effort required to
launch an aircraft concept and bring it to production. It includes all phases
of design, tooling, testing, quality control and certification. The development
cost is based on non–dimensional industry data for typical commercial air-
craft [60] and the model given by Roskam [40]. The formulations in the cost
model are based on the weight of the aircraft and the number of prototype and
test airframes produced. The model predicts the distribution of expenditures
during the development process. The cash flow over the development phase is
modelled with the use of specific beta probability density functions for each
cost contributor and a given time period [61, 2].

The estimation of the production cost is also based on non-dimensional
industry data for typical commercial aircraft [60] and the Roskam model [40].
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The production cost includes the cost of sustained engineering, manufactur-
ing labor and materials, tooling, quality control and flight-tests. Production
costs are recurring and as such are subject to a learning curve effect based
on the quantity of aircraft produced. Similar to the development cost, the
cash flow for the different cost contributors can be estimated given a rate of
production for the aircraft. Figure 3.6 and Figure 3.7 show the cash flow for
a representative single-aisle aircraft of the individual cost contributors for the
development and production phases, respectively. Figure 3.8 shows the profit
cash flow for the same representative aircraft indicating the total investment
cost for the aircraft project.

Figure 3.6: Example aircraft development cost cash flow

The operating costs for a given aircraft are calculated based on the num-
ber of passengers carried, the annual utilization of the aircraft, as well as
the fuel and time required for a given mission and therefore depend directly
on the performance of the aircraft for a specific mission. The current model
distinguishes between direct and indirect operating costs. The direct operat-
ing costs include the cost for flying a specific mission, maintenance, fees and
taxes, depreciation and financing. Indirect operating costs include the cost for
passenger services, entertainment, insurance, marketing and administration,
which are estimated based on industry data and statistics [62]. The breakdown
of each cost contributor for an example aircraft can be seen in Figure 3.9. The
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main contributor to the direct operating cost for the given mission is the cost
of fuel. For shorter range missions, the percentage of the fuel cost decreases,
while the contributions from crew cost and fees becomes more significant. For

Figure 3.7: Example aircraft production cost cash flow assuming a three air-
craft per month production rate

Figure 3.8: Example aircraft development and production phase profit cash
flow
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(a) Direct Operating Cost

(b) Indirect Operating Cost

Figure 3.9: Example of operating cost breakdown for 150 passenger load and
2420 [nmi] main mission at a fuel price of 2.93 US$ per gallon

a main mission range of 1000 nautical miles and the same aircraft, fuel cost is
still the dominant cost contributor, as can be seen in Figure 3.10. It can be
noted that the indirect operating cost are independent of the mission range
and do not change for the shorter mission.
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Figure 3.10: Example of direct operating cost breakdown for 150 passenger
load and 1000 [nmi] main mission at a fuel price of 2.93 US$ per gallon

3.2 Aircraft Family Design

The design of an aircraft family incorporates balancing the individual design
and performance of each aircraft with the design and performance of the other
aircraft in the family through the common components. Figure 3.11 shows an
example of common components shared by aircraft in the Embraer E-Jet fam-
ily. The ERJ-170 is the baseline aircraft of the family. The ERJ-175 shares
all components of the ERJ-170 but has a higher capacity due to the insertion
of fuselage plugs. The ERJ-190 is a further stretched version of the ERJ-170
with additional wing span and chord extensions but with the same empen-
nage geometry, wing leading edge and the winglet. To account for the effect
of shared components between aircraft, one requires a measure to determine
the level of commonality involved and the corresponding effect on cost and
weight. The concurrent design of an aircraft family involves all of the chal-
lenges of aircraft design while adding the complexity of balancing the common
components with the required individual performance of each aircraft.

A natural framework in which the trade–offs present in the design of prod-
uct families are considered is given by multidisciplinary design optimization
(MDO). In the design of the product family, each individual aircraft can be
considered analogous to a discipline in the general MDO process. In an MDO
setup, multiple interacting disciplines are optimized with respect to global, z,
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Figure 3.11: Commonality between members of the Embraer E-Jet family

local, xi, and coupling variables, yi, for discipline i. Similarly, in the family
design problem, multiple aircraft are optimized with respect to common and
exclusive components, as can be seen in Figure 3.12.

Several architectures exist to solve an MDO problem, which can be gen-
eralized into two main types, monolithic optimization approaches and decom-
position optimization approaches. The advantage of a monolithic approach is
that the MDO problem is formulated into a single optimization problem and
only requires a single optimizer, while a decomposition approach requires an
optimizer for each level of decomposition plus a system level optimizer. On the
other hand, decomposition approaches can take advantage of weak coupling
between disciplines and decompose large complex systems. The first mono-
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Figure 3.12: Analogy between multidisciplinary design optimization and air-
craft family design [2]

lithic MDO architecture was the multidisciplinary feasible approach (MDF),
which is formulated for n disciplines as [63]:

min f(x,y(x,y)) (3.14)

w.r.t x

s.t. gz(x,y(x,y)) ≤ 0 (3.15)

gi(z,xi,yi(z,xi,yj 6=i)) ≤ 0 for i = 1, . . . , n (3.16)

where x is the full vector of design variables given by x =
[
zT ,xT1 , . . . ,x

T
n

]T
,

gz is the vector of design constraints depending on more than one discipline
and gi is the vector of design constraints of discipline i. In this approach a
single optimizer provides the global and local design variables to each of the
disciplines, but has no knowledge of the coupling variables. The coupling vari-
ables are handled within the objective function for every optimizer iteration,
usually through iterations of the disciplines until a feasible set of coupling
variables is found.

Another monolithic approach is the individual feasible design (IDF) archi-
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tecture, which decouples the disciplinary analysis and is formulated as [63]:

min f(x,y(x, ŷ)) (3.17)

w.r.t x, ŷ

s.t. gz(x,y(x, ŷ)) ≤ 0 (3.18)

gi(z,xi,yi(z,xi, ŷj 6=i)) ≤ 0 for i = 1, . . . , n (3.19)

ŷi − yi(z,xi, ŷj 6=i) = 0 for i = 1, . . . , n (3.20)

where ŷ are independent copies of the coupling variables, sometimes called tar-
get variables, which allow the individual discipline analysis to be performed
independently [63]. In the IDF approach a single optimizer provides the global
and local design variables to each of the disciplines and values for the coupling
variables. To ensure inter–disciplinary consistency, a set of equality constraints
(Equation 3.20) is introduced to match the coupling variables provided by the
optimizer with the coupling variables calculated by the disciplinary analysis.
Hence, inter–disciplinary feasibility is only assured at convergence of the op-
timization. Additionally, the size of the optimization problem is increased,
since the coupling variables are included in the optimization problem.

For large MDO problems it may be advantageous to decompose the prob-
lem along discipline lines. One such decomposition approach is the collab-
orative optimization architecture (CO), which decomposes the problem by
introducing an additional optimization level. This system level problem is
formulated as [63]:

min f(z, x̂1, . . . , x̂n, ŷ) (3.21)

w.r.t z, x̂1, . . . , x̂n, ŷ

s.t. gz(z, x̂1, . . . , x̂n, ŷ) ≤ 0 (3.22)

J∗i (z, ẑi, x̂i,xi,yi(ẑi,xi, ŷj 6=i) = 0 for i = 1, . . . , n (3.23)

where ẑi are copies of the global design variables passed to discipline i, and
x̂i are copies of the local design variables passed to the ith sub-level problem.
The objective of the system level problem is the overall design objective, as
for the monolithic approaches. Copies of local design variables are only used
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if these variables directly affect the global design objective [63]. The equality
constraints (Equation 3.23) ensure that the copies of the global, local and
coupling variables agree to a single value at convergence. The ith sub-level
problem is formulated for discipline i as [63]:

min Ji = ‖ẑi − z‖2 + ‖x̂i − xi‖2 + ‖ŷi − yi(ẑi,xi, ŷj 6=i)‖2 (3.24)

w.r.t ẑi,xi

s.t. gi(ẑi,xi,yi(ẑi,xi, ŷj 6=i)) ≤ 0 (3.25)

The discipline design constraints are treated exclusively in the sub-level prob-
lem, while the objective of the sub-level problem is to minimize the error in
the global, local and coupling variables to ensure system consistency.

In the case of an aircraft family, the analysis of each individual aircraft
is independent, with the exception of the weight of the common components,
during the sizing process. The coupling of the aircraft through the weight
of the common components can be handled directly in the sizing process of
the individual aircraft as described below. Therefore, a monolithic optimiza-
tion approach, analogous to an MDF architecture is selected to optimize the
aircraft family. MDF allows for the implicit coupled analysis of the aircraft,
while a single level optimizer handles the global and local design variables,
which define the common and exclusive components, for each aircraft project.
The MDF approach does not require the addition of design variables or con-
straints in the aircraft design formulation and, since in this case the coupling
is handled directly in the sizing of the aircraft, does also not require an iter-
ative multidisciplinary analysis. Hence, the MDF formulation allows for an
efficient solution to the aircraft family design problem.

3.2.1 The Modeling of Commonality

With product families, design for commonality can lead to penalties because
common components are not optimal for any single aircraft [64]. Perez et
al. [2] provided a method to quantify the effect of commonality on weight and
cost for the design of an aircraft family. Their methodology assumes that
weight and cost are the two disciplines that are the most strongly affected by
the use of common components.
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Commonality Effect on Weight

When using common components in the design of individual aircraft, it is
generally expected that these components will have increased weight and size
compared to components designed directly for the given aircraft. This in-
crease in weight is due to the fact that the components have to handle the
operational conditions of the aircraft with the most severe conditions. Hence,
the common components are oversized for aircraft with less severe operational
requirements. To account for this, the weight model allows for fixed weights to
be included for certain components when sizing the individual aircraft. This
increase in weight also propagates through the analysis of each aircraft and
affects other modules, such as aerodynamics and performance and hence the
operating cost of the aircraft.

Commonality Effect on Cost

The primary gain of commonality lies in expected cost reductions by savings
in the development and production of the common components for the aircraft
family. This reduction in cost comes from the common design, manufacturing
processes and tooling of these components. Another aspect that can reduce
the development cost is the requirement for fewer prototype aircraft and test
airframes. A model that includes the effect of commonality on cost requires a
method to quantify the design cost savings due to commonality and must take
into consideration the varying degree of commonality between the different
aircraft in a family. An estimation of the effect of commonality between
aircraft in a family is provided by Perez [2], where each cost contributor is
multiplied by a constant factor scaled by the level of design commonality:

C∗k =

{
fkCk

1
CI if CI ≥ fk

Ck otherwise
(3.26)

where Ck is the value of the kth cost contributor, such as engineering, labour,
etc, for the given aircraft, fk is a commonality cost reduction factor specific
to each cost contributor and CI is the aircraft design commonality index.

The commonality index represents a metric to assess the degree of com-
monality between members of a product family [65]. Hence, the index scales
the effect of the cost reduction of each cost contributor. There are many differ-
ent methods used to determine the commonality index in different industries,
for example based on common parts count or even the count of common man-
ufacturing processes [65]. The commonality index used here represents the
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degree of original design not required for each of the individual aircraft in the
family. The cost model used in this work is mainly dependent on the weight
of the aircraft and the components; hence a weight–based commonality index
is proposed which relates the weight of the common design components of the
overall empty weight of the aircraft:

CI = Wcommon/ (Wcommon +Wexclusive) (3.27)

The weight of components already designed for another aircraft in the family
and hence accounted for in that aircraft’s development and production costs,
is added to the weight of the common components, Wcommon, while the weight
of any components design for the specific aircraft are added to the weight of
the exclusive components, Wexclusive.

Table 3.1 lists cost reduction factors for a typical case, where the cost
reduction factor for each cost contributor is estimated by detailing each item
as a number of separate tasks. The final cost reduction factor for each cost
contributor is the weighted sum of the cost reduction factors for each of its
component tasks. Equation (3.28) is used to calculate fk, the cost reduction
factor for the kth cost contributor where fi,max and pi are the cost reduction
factor and the proportional weighting for task i, respectively.

fk =
∑
i

fi,maxpi (3.28)

This task-structured breakdown incorporates the flexibility to adapt the
model to a specific product or project by adjusting the task weighting or
available cost savings associated with individual tasks in order to best re-
flect a particular aircraft family, development project or corporate design and
manufacturing environment. The values listed in Table 3.1 are based on an
initial estimate refined and validated against available data for the Airbus
A320 family of aircraft, and represent the maximum cost reduction realizable
for a derivative aircraft sharing previously designed common components with
another aircraft.

For the development phase, the greatest cost reductions occur in engineer-
ing, tooling and certain flight test tasks (planning and data reduction), where
it has been assumed that the engineering effort associated with common com-
ponents does not need to be repeated. Cost reductions associated with the
requirement for fewer prototype aircraft and test articles are also included and
can be adjusted to suite the unique features of individual development pro-
grams. The next greatest cost reduction predicted is for manufacturing labour
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Table 3.1: Development and production phase cost reduction factors

Development Phase Production Phase
Cost Contributor/Task Fraction [%] Red. Factor Fraction [%] Red. Factor
Engineering fk = 0.075 fk = 0.800
Design and system integration 50.0 0.05
Engineering for mock-ups and models 8.0 0.02
Engineering for testing 30.0 0.02
Drawings and specifications 7.0 0.03
Sustained engineering efforts 5.0 0.80 100.0 0.80
Manufacturing Labour fk = 0.508 fk = 0.854
Labour to fabricate (in house) 20.0 0.52 20.0 0.85
Labour to fabricate (contractor) 38.0 0.41 38.0 0.75
Sub- and final assembly 42.0 0.59 42.0 0.95
Manufacturing Materials fk = 0.934 fk = 0.890
Raw materials 40.0 0.97 40.0 0.95
Purchased hardware 60.0 0.91 60.0 0.85
Quality Control fk = 0.445 fk = 0.798
Receiving inspection 25.5 0.41 32.0 0.75
Production inspection 13.5 0.52 16.9 0.85
Inspection of assemblies 28.3 0.59 35.4 0.95
Inspection of tooling 12.5 0.02 15.7 0.50
Inspection of test articles 20.2 0.50
Development Support & Testing fk = 0.453
Materials and labor for test parts,

11.8 0.10
models and mock-ups

Fabrication of structural test articles
44.1 0.50

and coupons
Structural and systems testing 44.1 0.50
Tooling fk = 0.061 fk = 0.581
Tooling design 25.0 0.02 5.0 0.02
Tooling fabrication 70.0 0.02 60.0 0.50
Tooling maintenance 5.0 0.85 35.0 0.80
Flight Test fk = 0.667 fk = 0.792
Engineering Planning 15.0 0.15 15.0 0.35
Instrumentation 20.0 0.60 20.0 1.00
Flight operations 25.0 1.00 25.0 1.00
Data reduction 10.0 0.35 10.0 0.35
Engineering reporting 30.0 0.80 30.0 0.85
Avionics fk = 0.690 fk = 1.000
Development and programming 40.0 0.30
Purchase equipment 60.0 0.95 100.0 1.00

and is based on the assumption that common parts can be acquired from exist-
ing product lines and immediately realize cost advantages associated with pro-
duction quantities and mature manufacturing environments. Cost reduction
factors for quality assurance and development support are estimated based on
a fixed percentage of manufacturing, tooling and testing labour hours. The
cost savings realizable from the production phase are less than for the devel-
opment phase and are primarily associated with the use of existing tooling

42



3.2. Aircraft Family Design

and a reduction in learning curve costs. Table 3.1 does not consider operating
costs, although cost reductions could be estimated based on common spare
parts inventory and maintenance tasks.

3.2.2 Existing Aircraft Families

The presented cost model and the cost reduction factors were also tested
against other existing aircraft families for which data was available. These
include the Bombardier CRJ-200, which evolved from the Challenger 600, and
the derivative aircraft, which have increased fuselage length by additions of
plugs before and aft of the wing, added wing span and chord extensions and a
common empennage. Similarly, the Embraer ERJ-145 evolved from the EMB-
120 Brasilia, while the ERJ-135 is a shortened version with the same wing
and empennage geometry. The ERJ-190 is a stretched version of the ERJ-170
with wing span and chord extensions but with the same empennage geometry.
The values for weight and development cost calculated using pyACDT in the
respective reference year are summarized in Table 3.2 including the values for
the Airbus A320 family. The table also lists the relative difference between
the reference values from the literature and the calculated values. The listed
commonality indices were estimated from the calculated component weights
using Equation (3.27).

Table 3.2: Aircraft families summary

Aircraft Maximum Takeoff Commonality Ref. Development Cost
Family Weight [lbf] Index[%] Year [in Million]

Ref. [66] pyACDT Ref. [66] pyACDT
CRJ-200 47700 47715(+0.031) 60.6 C$1987 275.0 287.7(+4.631)
CRJ-700 73000 70793(-3.021) 64.7 C$1995 645.0 665.3(+0.401)
CRJ-900 80750 78861(-2.341) 98.5 C$1999 200.0 228.1(+2.571)

ERJ-145 45635 46898(+2.771) 24.7 US$1993 300.0 298.8(-0.411)
ERJ-135 42108 42383(+0.651) 97.6 US$1997 100.0 108.7(+8.691)

ERJ-170 79344 76365(-3.751) NA US$1999 600.0 614.8(+2.471)
ERJ-190 105359 102791(-2.441) 80.8 US$1999 150.0 152.3(+1.561)

A318-100 130955 123608(-5.611) 98.8 US$1996 275.0 279.5(+1.631)
A319-100 141978 139574(-1.691) 99.4 US$1993 300.0 302.7(+0.901)
A320-200 162922 164604(+1.031) NA US$1984 NA 1329.4(NA)
A321-200 197093 191902(-2.631) 92.5 US$1990 660.0 650.4(-1.461)
1 Relative difference w.r.t. reference value.

The values for maximum takeoff weight (MTOW) for the different aircraft
agree well with stated values in the literature, with the highest relative differ-
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ence of 5.61% for the Airbus A318. The estimated development costs of the
individual members of each family also agree well with the reference values.
The exception is the ERJ-135, which has the highest relative difference at
8.69%. One reason for this high difference can be given by the fact that the
prototypes for the project were two modified ERJ-145s [66]. It can be noted
that the same cost reduction factors given in Table 3.1 were used to estimate
the cost for all the aircraft. Provided with more information for specific com-
pany procedures and aircraft projects, the values could be adjusted further to
match specific aircraft projects reducing the error of the predicted cost from
the model.
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4 Fleet Allocation

The strategic planning of an airline employs complex algorithms to deter-
mine the fleet composition and number of aircraft required to operate a given
route network to meet demands while making efficient use of resources. The
task gets even more complex when considering daily operations in assigning
individual aircraft, planning maintenance and scheduling crews. The airline
planning process can be decomposed into several sequential steps, as can be
seen in Figure 4.1. This approach is a representative approach and may differ
from airline to airline [67].

Fleet Planning
(5 - 15 years)

Schedule Design
(12 month in advance)

Fleet Assignment
(12 weeks in advance)

Aircraft Routing
(2 - 4 weeks in advance)

Crew Scheduling
(2 - 4 weeks in advance)

Short Term
Decisions

Strategic
Decisions

Figure 4.1: Overview of an airline planning process

In fleet planning the airline decides on the fleet size and fleet mix to pur-
chase or lease to meet projected market demand. It is generally done in-
frequently and for a time period between 5 to 15 years. The schedule design
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typically begins 12 month before it goes into effect and consists of determining
the flight legs between specific origin and destination airports and departure
and arrival times which maximizes potential revenue [67]. During the fleet
assignment phase the different types of aircraft in the fleet are assigned to the
specific flight legs in the schedule, which is done approximately 12 weeks in
advance [68]. Given the types of aircraft for each flight segment the aircraft
routing problem can be solved, which assigns the specific aircraft, or tail num-
ber, from that fleet type to each specific flight leg in the schedule. Similarly,
with the type of aircraft known from the fleet assignment the crew scheduling
can be performed, which assigns both the cockpit and cabin crews to each of
the flight legs. The crew scheduling is dependent on the aircraft types for each
use, due to the different type certifications by the crew. Each of these tasks is
a complex problem in itself and can either be solved sequentially or simulta-
neously, with emphasis in resent research on formulating combined problems
involving several of the mentioned tasks to provide higher resource utilization
and cost reductions [13]. For the presented work the main interest lies in the
allocation of individual aircraft types for a given set of routes and passenger
demand for a long period of operations, but without a specific flight frequency
and timetable for each day of operations.

This chapter presents the representative route networks and the model
used to predict varying passenger demand for each route and day of opera-
tions. To simplify the planning process, a fleet allocation problem is intro-
duced, which can be considered similar to the fleet planning process with a
formulation based on the fleet assignment problem. Finally the solution pro-
cess for the fleet allocation problem is shown and a test case using aircraft
currently in operation is solved.

4.1 Representative Route Networks

The low number of original equipment manufacturers (OEMs) in the world
and the global need for commercial transport aircraft results in a high compe-
tition in the design of new aircraft. New aircraft need to address not just the
requirements for a single market, but for many global markets, each with their
own requirements. Similarly, environmental impact of commercial aviation is
driven by the global use of the fleets of transport aircraft. Hence to address
the sustainability of commercial aviation the requirements of more than one
market need to be considered.
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Solving an allocation problem for all the routes serviced by airlines in the
world for an extended period of time would result in a large and computation-
ally expensive problem. In this dissertation two representative route networks
in the North American and European markets are considered. In both net-
works only passenger flight operations are considered and no cargo operations.
The North American market represents an important market for narrow-body
aircraft in the foreseeable future, due to its size and the aging fleet of current
narrow-body aircraft used. The European market is also a large market with
many low cost airlines, which utilize narrow-body aircraft extensively for very
short ranges. Additionally, the route structures and route length in the Euro-
pean market can be considered representative for emerging markets, such as
China and India. The two route networks selected are described below.

4.1.1 North American Network

The North American network is based on a single hub flight schedule with 48
distinct non-stop routes. These routes are based on routes flown by a wide
range of narrow-body aircraft by Delta Airlines and one of Delta Airline’s
subsidiaries, ExpressJet Airlines, operating from Atlanta (ATL) as the hub.
Figure 4.2 shows the different routes selected. The number of passengers
for each route and each month was estimated based on the total number of
passengers transported and the number of departures performed as obtained
from the Research and Innovative Technology Administration (RITA) aviation
database [69] for the year 2012.

The selected routes include several long, medium to short range routes
in North and South America with varying passenger demand. The longest
route, serviced by Delta Airlines, is between Atlanta and Quito with a length
of 2057 nautical miles. The highest demand route in every month of the year,
also serviced by Delta Airlines, is between Atlanta and Los Angeles with an
average of ten flights performed every day. The shortest route, serviced by
ExpressJet Airlines, is between Atlanta and Chattanooga with a length of 92
nautical miles. This route is also one of the highest demand routes of the
regional airline, with an average of 352 passengers traveling every day.

Table 4.1 summarizes the statistics for the route network for 12 months of
operations, where the payload per flight is given by the number of passengers
and their baggage with no additional cargo considered. The mean values are
calculated based on all departures performed for the year. A detailed list of
the routes and the passenger demand can be found in Appendix A.
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Delta Airlines

ExpressJet Airlines

Figure 4.2: Selected Delta Airlines and ExpressJet Airlines routes

Table 4.1: American network statistics

Airline Range,[nmi] Passengers Payload, [lbf]
(per flight) (per flight)

Mean Standard Mean Standard Mean Standard
Deviation Deviation Deviation

Delta Airlines 950 518 147 33 32518 7395
ExpressJet Airlines 289 180 53 8 11704 1699

4.1.2 European Network

The second network is based on 48 distinct non-stop routes in Europe serviced
by Lufthansa and CityLine from the hubs of Frankfurt (FRA) and Munich
(MUC), shown in Figure 4.3. The average demand and monthly variations
are estimated based on the types of aircraft operated on each route and general
data given by the the Federal Statistical Office of Germany and the annual
report published by the Lufthansa Group [70].

The European routes are significantly shorter than the North American
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Lufthansa

CityLine

Figure 4.3: Selected Lufthansa and CityLine routes

routes, but with approximately the same amount of passengers traveling ev-
ery day. The longest route, serviced by Lufthansa, with an average of three
flights a day, is between Frankfurt and Tel Aviv at a length of 1596 nautical
miles. The highest demand route is also one of the shorter routes between
the two hubs of Frankfurt and Munich, with a length of 162 nautical miles
and an average of 14 flights provided by Lufthansa every day. Other high
passenger demand routes include the routes between Frankfurt and Berlin
and Munich and Berlin at a route length of 234 and 259 nautical miles, re-
spectively. The shortest route in this network is offered by Cityline between
Munich and Nürnberg at a length of 74 nautical miles and an average of 85
passengers per day.

Table 4.2 summarizes the statistics for the route network for 12 months of
operations, where the payload per flight is given by the number of passengers
and their baggage with no additional cargo considered. The mean values are
calculated based on all departures performed for the year. The detailed list
of the routes can be found in Appendix A. The mean range for the routes
in the Delta Airlines routes is approximately three times higher than for the
Lufthansa routes with double the standard deviation, while the mean range
for the two regional airlines is similar in both markets. The mean number of
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Table 4.2: European network statistics

Airline Range,[nmi] Passengers Payload, [lbf]
(per flight) (per flight)

Mean Standard Mean Standard Mean Standard
Deviation Deviation Deviation

Lufthansa 356 249 117 19 25698 4271
CityLine 269 131 60 16 13142 3517

passengers per flight and variation is also higher for the Delta Airlines routes
compared to the Lufthansa routes. The selected routes follow trends observed
in the overall European and North American markets and are considered rep-
resentative for the selected markets.

4.1.3 Modelling Future Demand

The allocation of an aircraft type to specific routes is subject to the route pas-
senger demand characteristics, which is typically an uncertain quantity. From
an operator’s perspective, the uncertainty characteristics of passenger demand
for a given network is an important consideration during the strategic planning
phase and when planning new acquisitions of aircraft. Future demand for spe-
cific routes and entire markets can only be predicted based on historical data
and can show significant fluctuations. Passenger demand for specific routes in
an airline’s route network can be considered relatively constant on a daily ba-
sis [13]. Even so daily fluctuations still exist. More significant fluctuations in
the level of demand can be observed in the month-to-month operations. It can
be noted, while passenger demand is not necessarily independent from both
the type of aircraft and the frequency of the trip offered for a given route [13],
it is assumed so in the current analysis.

The uncertainty in the networks needs to be considered when allocating
aircraft to specific routes, especially when the sustainability of commercial
aviation over a long time frame with predicted overall increases in demand
is to be investigated. One method is to use the demand characteristics of an
average future day of operations in the allocation problem. This deterministic
approach does not address the robustness of the new aircraft with respect to
demand fluctuations and predicted increases in the level of demand. Another
approach is to use a Monte Carlo sampling technique to generate a set of de-
mand characteristics for each route in a given network [13, 29]. In this work, a
discrete time simulation is performed to include the uncertainty characteristics
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of trip–demand. The discrete time simulation is closely related to the Monte
Carlo sampling technique; the main difference is that discrete time simulation
models a system in discrete time steps. Events occurring at each time step can
be either independent or dependent on past occurrences and may depend on a
given probability or may include parameters that depend on given probability
distributions. Discrete time simulation and the closely related discrete event
simulation have been used in other works to model boarding and deboard-
ing times from aircraft [71] or operational scheduling [72]. The details of the
simulation model algorithm are given in Figure 4.4:

Data: route list, monthly average demand(year 0)
initialization;
for route in route list do

for year in number of years do
for month in current year do

monthly average × 1 + rand.gauss(mean% yearly change, %
yearly standard deviation)
for day in current month do

PAX demand = rand.gauss(month average, month
average×% variation)

end

end

end

end

Figure 4.4: Passenger demand discrete time simulation

For each route in the two networks the simulation estimates the passenger
demand for each day based on the current monthly mean passenger demand.
The model assumes a normal distribution around the mean with a standard
deviation of 10% of the given monthly mean value. Figure 4.5 shows the
simulated passenger demand based on given monthly mean values for a single
year of operations of one of the routes in the US network. For this route
the peak demand occurs during the summer months, while the winter months
exhibit a lower average demand.

To account for predictions of future increases in passenger demand, the
monthly mean passenger demand values are adjusted each year by assuming a
normal distribution around a given percentage increase in demand depending
on the market under consideration. Future changes in passenger demand de-
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Figure 4.5: Simulated daily passenger demand for 2012 between Atlanta and
Seattle for Delta Airlines with 10% standard deviation of monthly mean

pend on a variety of factors, such as the economic performance of a country,
and may not follow any standard distributions. The normal distribution is
assumed for simplicity of the model. Figure 4.6 shows the simulated passen-
ger demand for both networks assuming an increase of 2.5% for the North
American routes and 3.5% for the European routes, both with a standard
deviation of 1.5%. These values provide an increase in passenger demand in
line with future predictions from OEM forecast reports [73, 74, 75, 76]. Both
route networks have approximately the same number of passengers at year
zero, but due to the much longer range routes in the North American net-
work, the revenue passenger miles (RPM) are much higher compared to the
European market. Revenue passenger miles is given by the total number of
paying passengers multiplied by the number of miles that those passengers
are transported [77]. This trend can be observed in Figure 4.7, which shows
the RPM for the same simulation. The total increase in passenger demand
for both networks follows the given mean increases, but the monthly values
of individual routes can vary significantly. The RPM increase faster in the
North American route network compared to the European network, due to
the different route structures and length. The simulation can be run offline
for any given number of years of operations. The generated daily passenger
demand can then be used in the aircraft allocation problem described below.
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Figure 4.6: Simulated passenger demand for 15 years of operations with 2.5%
increase in mean demand for North American routes and 3.5% for European
routes

Figure 4.7: Simulated revenue passenger miles for 15 years of operations with
2.5% increase in mean demand for North American routes and 3.5% for Eu-
ropean routes
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4.2 Fleet Allocation Problem

The general fleet assignment problem tries to assign available aircraft types
in an airline’s fleet to a given schedule of flights, usually in a 24 hour time
window for domestic routes [77]. The fleet assignment formulation by Hane et
al. [78] is generally referred to as the basic fleet assignment model. The fleet
assignment problem is formulated as a constrained integer programming (IP)
problem:

min
∑
i

∑
j

ci,jxi,j (4.1)

w.r.t xi,j =

{
1 if flight i assigned to fleet-type j
0 otherwise

Gk,j ∈ Z+

s.t.
∑
j

xi,j = 1 for i = 1, . . . , nroutes (4.2)

Gk−,j +
∑
i

Si,kxi,j = Gk,j for k = 1, . . . , nnodes and j = 1, . . . , ntypes(4.3)∑
k

Gk,j ≤ Nj for j = 1, . . . , ntypes (4.4)

In this model the objective is to minimize the total cost of assigning the dif-
ferent fleet types to the flight legs in the given schedule, where ci,j is the cost
of assigning fleet-type j to flight leg i. The cost for each fleet type consists of
direct (DOC) and indirect operating costs (IOC), and spill costs. Spill cost
represents the cost associated with lost revenue when the flight leg demand is
greater than the capacity of the assigned fleet type. Hence, some passengers
have to take either an earlier or later flight, or are recaptured by the airline,
but sometimes at a discount, or are lost to a flight from another airline. The
problem uses binary decision variables, xi,j , to assign fleet type j to flight i
and integer decision variables, Gk,j to represent aircraft of type j overnight at
node k. The equality constraints (Equation 4.2) ensure that each flight leg in
the network is covered by one, and only one, aircraft type in the fleet. The
balance constraints (Equation 4.3) ensure that the flow through the network
is a circulation and can be repeated the next day. The number of aircraft,
Gk−,j of type j just before node k plus the sum of arrivals, Si,k equal to one,
and departures, Si,k equal to negative one, matches the aircraft overnight at
node k. The final set of constraints (Equation 4.4) ensures that the num-
ber of assigned aircraft of each fleet type does not exceed the total available
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number of aircraft of that type, Nj . There exist several extended versions of
the standard fleet assignment problem, such as an itinerary-based assignment
problem [14], but each of these formulations require at least average demand
data and a detailed flight schedule for a single day of operation.

For the current work the main interest lies in determining the aircraft type
for each given route used by an airline for a longer span of operations rather
then tracking each aircraft over a detailed flight schedule for a typical day of
operations. To account for the longer span of operations the fleet assignment
problem is modified into a fleet allocation problem The allocation problem
assumes a single monopolistic airline that tries to meet the passenger demand
for a given set of routes during a given time of operation. It is assumed that
the single airline simulates the overall goal of airlines for a set of representative
routes. To reduce the number of decision variables, the demand for each flight
is assumed to be symmetric, that is for each day of operations the same amount
of passenger demand exists between two city pairs [28]. The modified problem
is then given as follows:

min
∑
i

∑
j

∑
m

∑
d∈m

fi,j,dci,j,dxi,j,m +
∑
y

∑
j

nj,yCAQUj ,y (4.5)

w.r.t xi,j,m =

{
1 if flight i assigned to fleet-type j for month m
0 otherwise

s.t.
∑
j

xi,j,m = 1 for i = 1, . . . , nroutes and m = 1, . . . , nmonths (4.6)

where ci,j,d is the cost of assigning fleet-type j to route i for a given day d, and
fi,j,d is the number of flights required by fleet-type j to meet the passenger
demand of route i on day d, nj,y is the number of aircraft of each type required
to operate the network for each year, y, of operations; CAQUj is the acquisition
cost for each aircraft type. The number of aircraft of each type depends on
the allocation of aircraft for each year of operation and is a function of the
decision variables as described below. It is assumed that the required number
of aircraft for each year of operation are leased at the start of each year,
given the airline the flexibility to adjust the fleet mix. The flight frequency
is determined to ensure the full demand is met for each route based on the
capacity of the aircraft, a maximum load factor and the demand for the route
for that day. Where load factor represents the number of passengers carried
divided by the capacity of the aircraft. The flight frequencies of each aircraft
for each day of operations can restrict the use of some of the aircraft types for
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certain routes based on a required minimum and maximum flight frequency
given by:

fi,j,d ≥ fi,dmin for i = 1, . . . , nroutes (4.7)

fi,j,d ≤ 24 for i = 1, . . . , nroutes (4.8)

The inequalities in Equation 4.7 limit flight frequency to a minimum daily
frequency for each route, which is given in the network data as two thirds
of the current flight frequency. The minimum frequency also addresses the
problem of using cost as the objective for the network problem by ensuring
flexibility for passengers and the airline for connection flights. The maximum
frequency inequalities in Equation 4.6 limit the frequency of departures to
each destination in a day in order to not overload an airport.

The simplification of the allocation problem reduces the design variables to
only binary decision variables, xi,j,m, assuming that the same aircraft type is
used for all days of operation for a given month. As for the basic fleet assign-
ment problem, the objective of the allocation problem is the sum of the opera-
tional cost but with the addition of the acquisition cost of purchasing or leasing
the total number of aircraft of each type required for each year of operations.
Generally, an airline would assign aircraft to maximize profits; using cost as
a surrogate can lead to larger aircraft, since they are more cost–effective [79].
To estimate the revenue for operating a given network, a detailed ticket price
and revenue model is required, but revenue management systems strongly de-
pend on individual strategies of each airline and simplified revenue functions
usually do not reflect the true complexity of these systems [14]. Including the
acquisition cost of the aircraft in the objective prevents the overuse of large
aircraft, due to their high acquisition costs compared to smaller aircraft. The
balance and fleet size constraints can be removed, since the allocation prob-
lem does not require a specific flight schedule to be followed. The equality
constraints (Equation 4.6) ensure that each route in the network is covered
by one aircraft type in the fleet.

The size of the airline fleet on any day in a month can be calculated based
on the allocation of the different aircraft types and the number of flights
required to meet the given passenger demand:

nj,d =
2
∑

i fi,jxi,j,m
[
BHi,j (1 + EMHj) + THj(nPAXi,d)

]
24

(4.9)

where BHi,j are the block hours of fleet-type j for route i, THj(nPAXi,d) is
the turn–around time as a function of the number of passengers carried, and
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EMHj is the ratio of maintenance hours per block hour. The total sum of
time required for each aircraft type is multiplied by two to account for the
return trips. The total number of aircraft of each type is then the higher
integer value of nj . A simple model is used to calculate the turn–around time
for each aircraft based on estimates of turn–around times in airport planning
reports for existing aircraft. The model is developed assuming the critical
time path is: engine shutdown, positioning of stairs and opening of doors (2
min), passengers deplaning the aircraft, servicing the interior of the aircraft,
passengers boarding the aircraft, removing stairs and pushback (3 min). This
assumption is based on the fact that most of the routes are domestic routes
and assumes that the time required to refuel the aircraft is shorter than the
given time path. The turn–around time for a given aircraft in minutes is then:

TH(nPAX) = 2.0 +
nPAX
k1ndoors

+
nPAX
k2

+
nPAX
k3ndoors

+ 3.0 (4.10)

where nPAX is the number of passengers, ndoors is the number of doors used
at the gate and k1, k2 and k3 are factors depending on the number of aisles
and seats abreast as given in Table 4.3. The number of doors available for
moving the passengers is assumed to be one throughout this work.

Table 4.3: Turn–around time coefficients

Aircraft Seat Deplane Servicing Boarding
Configuration Coefficient (k1) Coefficient (k2) Coefficient (k3)

[Passenger/min] [Passenger/min] [Passenger/min]

2 + 2 24.0 25.09 17.0
3 + 2 24.0 13.05 17.0
3 + 3 21.0 10.95 16.0

2 + 3 + 2 27.0 11.80 18.0
2 + 4 + 2 26.0 11.33 17.0
3 + 3 + 3 26.0 11.50 17.0
3 + 4 + 3 25.0 11.69 17.0

In the allocation problem, it is assumed that a sufficient number of aircraft
is available at the beginning of each year of operation. This can result in
aircraft sitting idle, due to changing levels of passenger demand for different
days and months. Idle aircraft do not only represent lost revenue for an
airline but also incur fixed costs, such as insurance and hangar fees. An
airline can reduce these losses by either chartering out aircraft or opening up
new routes. It is assumed that idle aircraft do incur the full cost by averaging
the annual utilization, Uann in hours, for each aircraft type and using this
annual utilization in the calculation of the direct and indirect operating costs
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for the respective year, y:

Uannj,y =

∑
m∈y

∑
d∈m 2fi,j,dti,j,dxi,j,m

nj,y
(4.11)

where ti,j,d is the total block time by aircraft type j for route i.

4.2.1 Solving the Allocation Problem

The solution of the fleet allocation problem requires two steps, the first is
the evaluation of the performance of the different fleet types, the second is
the evaluation of the operating cost of each fleet type and the allocation of
the different aircraft. An outline of the procedure followed can be seen in
Figure 4.8. The flight frequency is determined for each route based on the

Evaluate Aircraft Performance

- route frequency
- route fuel burn
- route time

Passengers per flight

Aircraft performance

Aircraft 
can fly 
route ?

increase
flight 
frequency

NO

YES

Daily performance of each aircraft
on each route

Calculate DOC, IOC and 
acquisition cost for each route

Assign aircraft types 
to each route and month

Estimate total number of 
aircraft for each year

Calculate annual utilization 
for each fleet type

converged?
NO

YES

Network Solution

Fleet Allocation

Figure 4.8: Outline of the procedure to solve the allocation problem
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capacity of the aircraft, a maximum load factor and the number of flights
required to capture all the passengers for each day in the month. If the result-
ing flight frequency is less than the minimum flight frequency, it is set to the
minimum flight frequency. The flight frequency provides the average number
of passengers and the payload weight required for the performance evaluation
of the aircraft for that route and day. The performance analysis provides the
fuel and time required based on the representative domestic mission profile
shown in Figure 4.9. The climb schedule includes a constant calibrated air-

Start, Warm-up
& Taxi (8 min),Takeoff

Climb/Acc.

Cruise

Decent/Dec.

Approach, Landing
& Taxi (12 min)

Missed
Approach

Climb/Acc.

Diversion (100 nmi)
 20,000 ft, LRC

Decent/Dec.

Loiter (15 min)
            1,500 ft

Decent

Main Mission Reserve Mission

ATC Restrictions
250 knots CAS < 10,000 ft

Figure 4.9: Design mission profile following ATC restrictions, takeoff and
landing at ISA, no wind

speed (CAS) climb at 250 knots below 10000 feet due to air traffic control
(ATC) restrictions, followed by a level acceleration to the climb speed. The
remaining climb schedule assumes a constant CAS climb until the cruise Mach
number is reached followed by a constant Mach number climb to the initial
cruise altitude. The descent rate is limited by cabin pressure considerations
and the same ATC restrictions apply as for the climb segment. One relaxation
of ATC restrictions is assumed, which is to allow the aircraft to climb during
the cruise segment for a more efficient cruise–climb. The mission also includes
a 200 nautical mile diversion, consisting of a climb to 20000 feet of altitude, a
constant altitude and Mach number cruise segment and descent to 1500 feet
altitude with a 15 minute hold. Additionally, 5% fuel reserves based on the
fuel required for the main mission are carried throughout the main and reserve
mission.

If the aircraft can not achieve the required range of the route at the given
payload, the flight frequency is increased, either until the aircraft can achieve
the mission or the load factor falls below 30%. In this case, a constant penalty
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factor of 1000 is applied to the fuel and time required for the aircraft type and
route.

Given the number of passengers, fuel and time required, the direct and
indirect operating cost for each aircraft type, day of operation and route can
be calculated. The direct operating cost model also provides the required
maintenance hours. Together with the turn–around time based on the number
of passengers for each flight, Equation 4.10, the number of aircraft required
for the network can be estimated based on Equation 4.9. The purchasing
price of each aircraft is calculated based on the production cost, RDTE cost
amortized over 250 aircraft and a 20% profit margin. The yearly leasing cost
for each aircraft, CAQUj ,y, are given by [80]:

CAQUj ,y = 0.0835APPj (4.12)

where APPj is the purchasing price of aircraft type j. The operating and leas-
ing costs of each aircraft type are then aggregated for each month. Since the
frequency constraints are directly included in the cost calculation, an aircraft
type can now be assigned to each month of operation for each route by select-
ing the type with the lowest cost. It can be noted that other objectives such
as lowest fuel required or lowest time could also be used to assign the aircraft,
but it is assumed that an airline would always use the minimum cost aircraft
as a surrogate to maximize profits. Also, the direct operating cost do include
both flight time, through the cost for the crew, and fuel in its calculation.

Given the allocation of the aircraft type to all the routes, the actual number
of aircraft of each type can be determined and the annual utilization can be
calculated based on Equation 4.11. Using the updated annual utilization, the
operating costs are reevaluated and the process is repeated until the allocation
is converged. The final solution of the fleet allocation problem includes the use
of the different aircraft types over the years of operation, the total operating
and acquisition costs and the total fuel burn to deliver all the passengers
to their destinations. This selection process is similar to a shortest path
algorithm with the cost of operating the route for a month by the different
aircraft types as the path length. This approach was selected, since the large
size of the allocation problem for long periods of operation, which reaches up
to 51840 decision variables for the coupled optimization test cases, makes it
difficult to be solved using other algorithms, such as a branch–and–bound or
a simplex algorithm.
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4.3 Fleet Allocation Verification

To test the fleet allocation procedure, the allocation problem was solved for
four existing aircraft. These aircraft were the Bombardier CRJ-700, the Airbus
A319-100, Boeing 737-800 and the Boeing 757-300, together spanning a wide
range of capacities and design ranges. Each aircraft was modeled in the pyACDT
framework; the geometric representation within the framework can be seen in
Figure 4.10 and the specification for each can be found in Table 4.4.

Figure 4.10: Reference aircraft geometries as modeled in pyACDT

The capacity is given by a single class layout with a 32 inch seat pitch. The
design range is defined as the total flight range, main and reserve mission, at
the full single class passenger capacity with baggage. The design commonality
index for each aircraft was estimated based on component weights obtained
from the weights module and the RDTE and production costs were estimated
using the economics module in pyACDT.
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Table 4.4: Reference aircraft specifications

CRJ-700 A319-100 B737-800 B757-300

Operation
Capacity 70 124 175 279
Seat Configuration 2+2 3+3 3+3 3+3
Design Range [nmi] 1218 1650 2700 3050

Geometry
Wing Projected Span [ft] 76.24 113.43 114.72 124.41
Wing Aspect Ratio 8.81 10.58 11.83 7.79
Wing Reference Area [ft2] 608.89 1093.91 1018.53 1670.52

Engines
Maximum Static Thrust [lbf ] 13790 22000 27300 42600
Bypass Ratio 5.1 6.0 5.1 5.8

Flight Condition
Climb CAS [knots] 290 300 300 300
Cruise Mach 0.74 0.78 0.78 0.79
Cruise Altitude [×1000 ft] 31 35 31 31

Weights and Loadings
Maximum Takeoff Weight [lbf] 73000 141978 174700 271000
Operational Empty Weight [lbf] 43500 87031 94580 141800
Maximum Fuel Weight [lbf] 19880 42238 46063 76980
Design Fuel Weight [lbf] 14100 29527 42400 76980
Maximum Wing Loading [lbf/ft2] 957.51 1251.64 1522.83 2178.37
Maximum Thrust-to-Weight [lbf/lbf] 0.38 0.31 0.31 0.31

Costs
Design Commonality Index [%] 64.45 99.43 89.39 86.71
Purchasing Price [Mil. 2014 US$] 36.39 61.33 76.93 100.93

The solution of this case can be used to verify the fleet allocation procedure
and as reference results to the robust optimization and coupled optimization
test cases, which are described in the following chapters. To measure the
environmental performance of the aircraft on the two route networks, the
metric of energy intensity, EI , is used, which is introduced below.

4.3.1 Energy Intensity

Energy intensity, EI , provides a useful measure of aircraft fuel efficiency for
given operations and can be used as a metric for an individual aircraft, for
aircraft operating on a specific route, or for an aircraft fleet operating in a
network [81]. The metric evaluates the energy consumed per pound of payload
transported one nautical mile, and for a network is given by:

EI =

∑
iWfuel,iLHVfuel∑
iWpayload,iRi

(4.13)
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where Wfuel,i is the weight of fuel consumed to operate route i, Wpayload,i

is the payload transported along route i and Ri is the flight range. The
lower heating value of fuel, LHV is taken as 18580 [BTU/lb]. The energy
intensity does not only include the fuel required to operate the aircraft, and
by extension the amount of CO2 produced [82], but also incorporates the
utilization of the aircraft by accounting for the payload and the distance the
payload is transported. Considering the utilization of an aircraft is important
when comparing performance of aircraft on a given network.

4.3.2 Reference Aircraft Network Performance

Modeling the four aircraft in the pyACDT framework, the fleet allocation prob-
lem can be solved following the procedure outlined in Section 4.2.1. Each
network is solved independently assuming a monopolistic airline. The fuel
price was set at 2.93 US$ per gallon and the maximum load factor was set
to 90% to allow for the fact that the given capacities are for a single class
layout. Following are the results of allocation problem for the two networks
when operated for 15 years by the four specified aircraft with the passenger
demand provided by the discrete time simulation as given in Section 4.1.3.
This results in a total of 34560 binary decision variables and 8640 constraints
for each network, respectively. Solving each network following the procedure
outlined in Section 4.2.1 took an average of 110 seconds on a single, 3.0 GHz
core machine.

North American Routes

Table 4.5 summarizes the performance of the different aircraft for the North
American network and also provides the total values for the network. The
total values represent the sum of the respective values for the full 15 years of
operation. The majority of the routes are covered using the CRJ-700 and Boe-
ing 737-800, with a handful of routes being serviced using the Boeing 757-300.
The Airbus A319-100 is not assigned to any of the routes in the network. The
CRJ is used mainly on the ExpressJet Airlines routes and on some of the Delta
Airlines routes with low demand, resulting in an average range of 301 nautical
miles. The short ranges of the assigned routes results in a high average en-
ergy intensity, with a high standard deviation. The average annual utilization
of the aircraft type is fairly high for the number of short range routes it is
assigned to, with 2453 hours. The Boeing 737 is assigned to the majority of
routes and days with a wide range of route ranges, including the shortest of
the routes between Atlanta and Chattanooga. This results in an average route
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Table 4.5: Reference aircraft results for operating the North American route
network for 15 years

Aircraft CRJ-700 A319-100 B737-800 B757-300

Average Load Factor, [%] 78.2 NA 83.7 71.5
Average Route Range, [nmi] 301 NA 1034 908
Average Annual Utilization, [hr] 2453 NA 3008 1936
Max. Number of Aircraft 44 0 117 21
Number of Flights 502966 0 796688 80118
Individual Energy Intensity,

28.95 NA 10.52 12.85
[BTU/(lbf nmi)]

EI Standard Deviation,
39.15 NA 11.97 12.94

[BTU/(lbf nmi)]

Network Energy Intensity,
11.78

[BTU/(lbf nmi)]
Total Fuel Required,

19.91
[Billion lbf]

Total Operating Cost,
38.14

[Billion 2014 US$]
Total Acquisition Cost,

14.27
[Billion 2014 US$]

range of 1034 nautical miles for this aircraft type and a relatively high annual
utilization of 3008 hours. The average energy intensity is the lowest of all the
assigned aircraft types, but the standard deviation is higher than the mean
value. The Boeing 757 is assigned to only five of the routes, which includes
the longest route between Atlanta and Quito, and also the relatively short but
high demand, route between Atlanta and New Orleans. The average range of
the routes assigned to this aircraft is lower than for the Boeing 737, at 908,
and the annual utilization is the lowest of the three assigned aircraft types
at 1936 hours. The mean and standard deviation of energy intensity is also
higher than for the Boeing 737.

The average ranges for all the assigned aircraft are between 25% to 30% of
their respective design ranges. The high design ranges of these aircraft results
in high takeoff weights and corresponding high empty weight, designing for
shorter ranges can reduce the takeoff weight and the empty weight, which can
reduce the overall fuel required to operate the routes in the network. The
yearly trends of energy intensity, fuel burn, operating cost and load factor for
operating the network using the assigned aircraft are shown in Figure 4.11.
The network energy intensity consistently decreases over the years by an av-
erage of 0.24% per year, resulting in a total decrease of 3.39% in the final year
compared to the first year. This reduction in energy intensity is mainly due to
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(a) Energy Intensity (b) Operating Cost

(c) Fuel Burn (d) Average Load Factor

Figure 4.11: Performance of allocated reference aircraft for operating the
North American route network for 15 years

increased utilization of the aircraft by an increase in the load factor over the
years, as can be seen in Figure 4.11(d). The total fuel burn increases on aver-
age by 2.22% and the operating cost, including direct and indirect operating
costs, by 2.32% per year, or by a total of 35.97% and 37.90%, respectively,
when comparing the first and final year. These values are slightly lower than
the average increase in passenger demand, which increases on average by 2.5%
resulting in a total of 41.13%, and revenue passenger miles, which increase by
2.47% per year or a total of 40.73%. With the energy intensity decreasing
over the years, due to increasing load factors, the increases in fuel burn and
cost are slightly lower than the increases in demand growth.
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European Routes

For the European network, the routes are dominated by several very low range
but high demand routes, such as the route between the two hubs of Frankfurt
and Munich. Table 4.6 summarizes the performance of the solutions for the
European network. All types of aircraft are allocated to some of the routes in

Table 4.6: Reference aircraft results for operating the European route network
for 15 years

Aircraft CRJ-700 A319-100 B737-800 B757-300

Average Load Factor, [%] 78.4 76.6 81.6 81.5
Average Route Range, [nmi] 232 334 374 316
Average Annular Utilization, [hr] 1596 1760 1878 1292
Max. Number of Aircraft 41 22 124 18
Number of Flights 234989 67080 970664 71751
Individual Energy Intensity,

33.61 20.26 15.93 17.27
[BTU/(lbf nmi)]

EI Standard Deviation,
43.83 25.83 19.13 18.09

[BTU/(lbf nmi)]

Network Energy Intensity,
17.05

[BTU/(lbf nmi)]
Total Fuel Required,

12.21
[Billion lbf]

Total Operating Cost,
31.51

[Billion 2014 US$]
Total Acquisition Cost,

13.11
[Billion 2014 US$]

the European network, but as for the North American network, the majority
of flights are performed by the CRJ-700 and the Boeing 737. The average
route range for all the aircraft types are significantly lower than for the North
American network, especially for the two Boeing aircraft, with low annual uti-
lization. This results in high mean and standard deviations of energy intensity
for each aircraft and the network as a whole; even so the total fuel burn is lower
than in the previous case. The Boeing 757 is not assigned to any of the routes
until year seven, at which point it is assigned to some of the very high demand
but short routes, such as the route between Frankfurt and Berlin. This again
raises the possibility of improved network efficiency with high capacity aircraft
designed for shorter ranges and corresponding lower takeoff and empty weight.

Figure 4.12 shows the change in energy intensity, fuel burn, load factor and
operating cost per year when operating on the network with these four aircraft
allocated for minimum cost. The energy intensity generally decreases over the
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(a) Energy Intensity (b) Operating Cost

(c) Fuel Burn (d) Average Load Factor

Figure 4.12: Performance of allocated reference aircraft for operating the Eu-
ropean route network for 15 years

years, but with some years with noticeable fluctuations. The average load fac-
tor follows a similar trend with several severe reductions in the average load
factor. One of these low load factor years can be directly linked to the start
of allocating the Boeing 757 in year seven, which has a significantly higher
capacity as the next smaller aircraft. The reduction in load factor in year
seven results in an increased energy intensity for the network in this year, due
to the lower utilization of available capacity. The second valley in the average
load factor is the result form switching routes assigned to the Airbus A319
to the higher capacity Boeing 737. This switch does not result in an increase
in energy intensity, since the change in available capacity and corresponding
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efficiency of the two aircraft is not as large as for the previous case. Overall,
the energy intensity decreases by 6.34% between the first and final year, which
represents almost double the reduction as for the North American network.
The fuel burn and operating cost increase consistently over the years by 2.97%
and 3.08% per year, respectively. The total increases from the first to the last
year are 50.41% and 52.83% in terms of fuel burn and operating cost, which
are higher than for the North American network. Considering the increases
in passenger demand and revenue passenger miles, which increase by 3.47%
and 3.44% or totals of 61.13% and 60.66%, the relative increases in fuel burn
and operating cost are lower than for the North American network solution.

Figure 4.13 shows the ratio of the route range to the main mission design
range of performed departures in log scale by the reference aircraft during
the 15 years of operating the North American network. The departures are
distributed between 10 to 90% of the respective design ranges, with an average
range ratio of 43.9%. The highest number of departures occurs around 25%
of the design ranges of the reference aircraft.

Figure 4.13: Route range to design range ratio of performed departures by
the reference aircraft on the North American network (43.9% average ratio)

Figure 4.14 shows the range ratio of the performed departures for the Eu-
ropean network. For the European network the main number of departures
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occur between 10 to 50% of the respective aircraft design ranges, resulting in
an average range ratio of 19.1%. This again demonstrates the difference in
the routes for the two networks, with the European network dominated by
high demand short range routes, while the North American routes are more
distributed with respect to passenger demand and route ranges. Aircraft de-
signed for a single market suffer from operational inefficiencies when operated
on routes in a market with a different route structure.

Figure 4.14: Route range to design range ratio of performed departures by
the reference aircraft on the European network (19.1% average ratio)

In both networks the yearly increase in fuel burn and operating cost are
lower than the increases in passenger demand, due to better utilization of the
aircraft, through higher load factors. The better utilization of the aircraft also
results in decreasing yearly energy intensities. In spite of this, the increases
in fuel burn and costs are only slightly lower then the increases in passenger
demand, which was expected given estimates from business as usual scenarios.
This also indicates an unsustainable scenario for commercial aviation for the
future. The allocation of the existing aircraft and their operational use in the
two given networks follows the same trends as the use of narrow–body aircraft
in the North American and European markets from available data. This
verifies that the selected route networks and the formulated allocation problem
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is representative. Additionally, the values obtained act as a “business as usual”
case for the optimization test cases solved in the following two chapters.
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5 Decoupled Robust Design of
Aircraft

In this work the main focus is on the robustness of the environmental per-
formance of new aircraft designs when allocated to routes of an airline with
varying passenger demand. The fully coupled design of aircraft with the fleet
allocation is a complex system–of–systems problem. One approach to reduce
the complexity is to perform decoupled robust design optimizations of indi-
vidual aircraft with respect to varying operational flight ranges and passenger
loads.

Robust design optimization is part of the field of stochastic optimization, or
optimization under uncertainty, and takes into account the effects of uncertain-
ties present during the design process. In robust design optimization, the main
goal is to reduce the sensitivity, or increase the robustness, in performance of
the solution to variations in design parameters. Many different sources of
uncertainties exist. Some common sources of uncertainties in aircraft design
include geometrical uncertainties, such as manufacturing tolerances, modeling
uncertainties, such as errors in the analysis models used, uncertain external
parameters and variations in the operational environment [83]. Japanese en-
gineer Genichi Taguchi is one of the first designers to acknowledge that the
performance of any design can be significantly affected by variations in vari-
ables outside the control of the designer and that a good design must be
insensitive to such variations [84]. In most cases, increased robustness comes
at the expense of a decrease in nominal performance of a design [59].

The decoupled robust design optimization of individual aircraft removes
the complexity of solving the fleet allocation problems during the design pro-
cess, while still accounting for variations in operational range and passenger
loads given by the route networks of the two markets. Following is a descrip-
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tion of the robust optimization approach used to perform a decoupled robust
aircraft design optimization. The solutions of a three aircraft test case are
also presented, including the performance of the aircraft when allocated to
the route networks introduced in Chatpter 4 and which can then be used as
reference results to compare to the fully coupled aircraft design method in-
troduced in Chapter 6 in terms of sustainability in operating the two route
networks.

5.1 Robust Design Optimization

Robust design optimization aims to formulate a design optimization problem
in such a way that the effect of uncertain input variables and parameters are
accounted for in the solution. Three main steps are involved in the optimiza-
tion under uncertainty [59]:

1. Identification, modeling and representation of the uncertainties under
consideration during the design process.

2. Propagation of the uncertainties through the analysis models to quantify
their impact on the design performance.

3. Formulating and solving a robust optimization problem which results in
a robust optimal solution.

Many different methods exist on how to implement each of these steps to
perform a robust design optimization. The methodology for each of the steps
used here is discussed below.

5.1.1 Modeling Uncertainty

The uncertainties present in an engineering system can be classified into
two general groups based on their origin as aleatory and epistemic uncer-
tainties [85]. Aleatory uncertainties are the inherent variations, and as such
irreducible, present in a physical system, input parameters or operating con-
ditions, while epistemic uncertainties arise from the lack of knowledge during
any phase of the modeling process of the system [85]. Epistemic uncertainties
are not an inherent property of the system and can be reduced or removed by
increasing the knowledge of the system or increasing the fidelity of the anal-
ysis used to model the system. The modeling of uncertainties can be divided
into probabilistic and non–probabilistic approaches, where probabilistic are
generally used for aleatory uncertainties with known distribution and non–
probabilistic approaches are often used for epistemic parameters with scarce
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(a) Passenger Load Factor Histogram (b) Probability Density Function

Figure 5.1: Histogram of passenger load factor for Delta Airlines and
Lufthansa routes (a) and estimated Gaussian probability density function (b)

data.

For the current work the two uncertain external parameters that are be-
ing considered are the operational flight range and payload for each aircraft,
which are aleatory uncertainties. Hence, the probabilistic approach is used,
which is commonly used for these types of uncertainties [85]. The proba-
bilistic approach makes use of a probability density function to model the
uncertain parameter. The probability density function can either be known
if sufficient data is available to generate it, or a distribution function, such as
Gaussian, beta, log-normal, or exponential, can be assumed and matched to
the data that is available [83]. Often the available data can not be matched
to any given distribution function and a Gaussian distribution is assumed
for simplicity. The use of the Gaussian distribution function can be justi-
fied by virtue of the central-limit theorem, which states that the sum of any
number of independent random variables with different distributions tends to
have a Gaussian distribution if no single variable contributes significantly [59].

Here, both uncertain parameters are assumed to have a Gaussian distri-
bution; Figure 5.1 shows the passenger load factor for each departure of the
Delta Airlines and Lufthansa for the routes specified in Section 4.1 for the
year of 2011. The load factors were estimated based on single class cabin
configurations for the respective aircraft that performed the flight. It can be
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noted, that the load factor for each departure is only an average approxima-
tion, since the available data is aggregated monthly data, hence the high peaks
that fall outside of the Gaussian approximation of the distribution could be
more distributed than shown here. Care has to be taken when using a Gaus-
sian distribution which spans from [−∞,∞]. As shown in Figure 5.1(b) a load
factor greater than one or below zero is unrealistic.

5.1.2 Uncertainty Propagation

The propagation of uncertainty is needed to evaluate the statistical parame-
ters of objectives and constraints with respect to uncertainties in parameters
and design variables. The two most common methods are simulation meth-
ods, such as the Monte Carlo simulation (MCS), and methods based on the
sensitivity of the output to variations in the input. It generally involves the
re–evaluation of the design during the optimization process either to calculate
sensitivities or perform numerical simulations [86].

The approach used in this work makes use of sensitivity information to
estimate the effect of small perturbations around expected parameter values.
Using a Taylor series expansion of the output function f(ξ) around the point
ξ0, which are the mean values of n uncertain variables:

f̂(ξ) = f(ξ0) +
n∑
i=1

∂f

∂ξi

(
ξi − ξ0

i

)
(5.1)

+
1

2

n∑
i=1

n∑
j=1

∂2f

∂ξi∂ξj

(
ξi − ξ0

i

) (
ξj − ξ0

j

)
+ . . .

Neglecting the second and higher order terms the first–order approximation
of the mean and variance of f(ξ) is given by:

f ≈ f(ξ0) (5.2)

and the variance of the output function,σ2
f , is:

σ2
f ≈

n∑
i=1

(
∂f

∂ξi

)2

σ2
ξi

+

n∑
i=1

n∑
j=1

∂f

∂ξi

∂f

∂ξj
covξi,ξj (5.3)

Equation (5.3) is further simplified if the random variables, ξi are independent
and uncorrelated, hence the second term can be removed. The approximation
of the mean and variance of the output requires only the mean and variance
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of the uncertain input variables.

One drawback of sensitivity based methods is that they provide a local
approximation of the statistics of the output values and hence their accuracy
can be poor for increased variance of the input variables [59]. On the other
hand, the computational burden depends only on the way the sensitivities
are calculated and is generally significantly lower than any simulation based
method.

5.1.3 Robust Optimization Formulation

Given the statistics of the output values of the system with the uncertain input
parameters of operational ranges and payload as external parameters, the
robust aircraft design optimization problem can be formulated. This can either
be achieved by adding robustness considerations as additional objective(s),
trying to minimize the sensitivity of the design performance, or as constraints,
trying to achieve a certain low level of variability of the design performance.
In this case the increase of robustness is considered a wish attribute and is
added to the objective of the optimization. The robust optimization problem
for an individual aircraft is then given as:

min EI(x,p) + σEI (x, σp) (5.4)

w.r.t xi ∈ {Rn, xli ≤ xi ≤ xui} i = 1, . . . , n

xi ∈ {Zm, xli ≤ xi ≤ xui} i = n+ 1, . . . , n+m (5.5)

s.t. gi(x) ≤ 0 i = 1, . . . , ncon (5.6)

where x are the bounded continuous, n, and discrete, m, aircraft design vari-
ables listed in Section 5.2.1, p are the mean values of the uncertain parameters,
in this case a mean operational range and load factor, which are considered in-
dependent from each other. The variance of the objective function is obtained
using the sensitivities of the objective around the mean parameter values us-
ing Equation (5.3) and the forward difference method to calculate the partial
derivatives. The main objective of the optimization is the energy intensity
as evaluated at the mean operational range and payload, EI(x,p), and the
standard deviation of the energy intensity around the mean, σEI with the co-
efficients w1 and w2 that can be used to prescribe the relative importance and
determine the desired trade–off between the two objectives. The inequality
constraints, gi(x), are the aircraft design constraints listed in Section 5.2.2,
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which do not depend on the variations in operational range or load factor.
The resulting optimization problem can either be solved as a single objec-
tive problem using the weighting coefficients for each of the objectives or as a
multi–objective problem.

5.2 Robust Optimization Test Case

The robust optimization test case uses the traditional robust optimization
formulation described above in Section 5.1. The solutions of this case can be
used as reference results to compare the robustness of the coupled optimiza-
tion cases on the route networks for the two markets, in terms of variation of
performance and the performance itself. Additionally, the robust optimization
test case uses the same technology level as the coupled optimization cases in
the following chapter. Three aircraft are optimized independently by minimiz-
ing simultaneously for the energy intensity and its variance around a mean
operating range and payload. The fleet allocation problems for the two net-
works are not solved during the optimization process. One drawback of this
approach is that the capacity and design range of each aircraft must be se-
lected beforehand. The capacity and design ranges for the three aircraft are
given in Table 5.1, along with their respective mean operational ranges, pay-
loads and the respective variances. The selected aircraft are representative of
new aircraft coming into the market in the near future, such as the upgraded
E-Jet family (Embraer), the C-Series (Bombardier), the B737MAX (Boeing)
and A320neo (Airbus). The design capacity is defined as the capacity using

Table 5.1: Robust aircraft specifications

Aircraft R1 Aircraft R2 Aircraft R3

Design Range, [nmi] 2100 3100 3500
Design Capacity 86 135 192

Operational Range, [nmi]
mean value 280 492 624
standard deviation 160 294 492

Operational Load Factor, [%]
mean value 73.23 75.03 76.83
standard deviation 8.81 8.10 7.40

a single class cabin layout with a seat pitch of 32 inches. The design range is
defined as the total range, main mission and reserve mission, at a payload of
maximum passenger capacity and baggage. The statistics of the operational
values were determined using the data for the North American and European
networks. A Gaussian distribution is assumed for each of the parameters.
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5.2.1 Aircraft Design Variables

The design variables are separated into aircraft geometry and operational
variables for each aircraft. The design variables were selected to provide a
high level of flexibility to the optimizer in designing the respective aircraft. For
example the discrete variable for the location of the engines, either under the
wing or on the aft fuselage, determines if a conventional or T-tail configuration
is used. Fixed parameters also affect the design; for example the single class
capacity of each aircraft and the discrete design variable of the number of
seats abreast define the number of aisles, length and width of the fuselage.
The geometry design variables, including their upper and lower bounds, are
listed in Table 5.2.

Table 5.2: Aircraft geometry design variables

Design Variable Name Lower Bound Upper Bound

Seats Abreast 4 6(10)1

Wing Semi-Span, [ft] 35.0 60.0(100.0)1

Wing Root Chord, [ft] 12.0(18.0)1 24.0(45.0)1

Wing Crank Location, [% Semi-Span] 20.0 40.0
Wing Leading Edge Sweep, [deg] 10.0 40.0
Inner Wing Segment Taper Ratio 0.4 0.8
Inner Wing Segment Tip Thickness Ratio 0.11 0.14
Outer Wing Segment Taper Ratio 0.2 0.6
Outer Wing Segment Tip Thickness Ratio 0.08 0.11
Wing Dihedral, [deg] -2.0 7.5
Wing Root Leading Edge Location, [%] 0.25 0.75
Winglet Span [ft] 0.0 10.0
Winglet Cant Angle [deg] 0.0 90.0
Winglet Chord Offset [%] 0.0 0.6
Winglet Taper Ratio 0.2 0.7

Horizontal Tail Semi-Span, [ft] 12.0(14.0)1 25.0(35.0)1

Horizontal Tail Root Chord, [ft] 8.0(13.0)1 16.0(26.0)1

Horizontal Tail Taper Ratio 0.2 0.7
Horizontal Tail LE Sweep, [deg] 15.0 50.0
Horizontal Tail Dihedral, [deg] -3.0 8.0

Vertical Tail Semi-Span, [ft] 8.0(13.0)1 28.0(40.0)1

Vertical Tail Root Chord, [ft] 10.0(12.0)1 23.0(30.0)1

Vertical Tail Taper Ratio 0.2 0.9
Vertical Tail LE Sweep, [deg] 15.0 50.0

Engine Static Sea Level Thrust [lbf] 9500.0 65000.0
Engine Bypass Ratio 5.0 9.0
Engine Incidence Angle, [deg] 0.0 3.0
Engine Tow–in Angle, [deg] -3.0 3.0
1 Values in brackets are the bounds for Aircraft R3.
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The operational design variables are the cruise Mach number, initial cruise
altitude and the constant CAS climb speed, which are given with their respec-
tive bounds in Table 5.3. This results in a total of 30 design variables for each

Table 5.3: Operational design variables

Design Variable Name Lower Bound Upper Bound

Cruise Mach Number 0.5 0.9
Initial Cruise Altitude [×1000 ft] 20 38
Constant Climb CAS [knots] 250 350

aircraft, of which three are integer design variables, namely the number of
seats abreast, the engine location, and the initial cruise altitude.

5.2.2 Aircraft Design Constraints

Selecting a set of appropriate constraints is crucial for the conceptual design
optimization of any aircraft. The design of aircraft is strongly driven by con-
straints, more even than the extrema of the objective function. Additionally,
any design solution that violates constraints is unlikely to be certified as a
commercial transport aircraft. The design of each individual aircraft is con-
strained by limits on geometry, weights, aerodynamics, stability and control
and performance, which are listed in Table 5.4. Many of the constraints are
either based on rules developed from existing aircraft and/or from the Federal
Aircraft Regulations (FAR25) certification requirements.

The minimum Mach number constraint is given by ATC minimum flight
speed restrictions between 20000 ft and 30000 ft. The geometry constraint
limits the overall wing span to meet airport gate constraints [87] and prevent
the loss of elevator effectiveness due to shock formation on the horizontal and
vertical stabilizer, before a significant drag rise on the wing. The tip–back
angle and takeoff rotation angle constraints ensure adequate placement of the
wing and main landing gear. The fuel volume constraint ensures sufficient
space in the wings to meet the design mission fuel requirements and reserves.

The weight constraints put a lower and upper bound on the center of
gravity location as measured from the leading edge of the mean aerodynamic
chord, which is based on good design of exiting aircraft. The aerodynamic
constraints avoid negative compressibility effects on the wing, horizontal and
vertical stabilizers.
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Table 5.4: Aircraft Design Constraints

Constraint Value

Flight Condition

Cruise Mach Number
≥ Mach Number

(280 [kts] CAS at cruise ALT)
Geometry
Wing Span, [ft] ≤ 118(260)1

Wing LE Sweep, [deg] ≤ HT LE Sweep
Wing LE Sweep, [deg] ≤ VT LE Sweep
Tip–back Angle, [deg] ≥ 15.0◦

Rotation Angle, [deg] ≥ 10.0◦

Wing Fuel Volume, [cubic ft] ≥ Required Fuel Volume
Weights and Balance
Forward Center of Gravity Location, [% MAC] ≥ 5
Aft Center of Gravity Location, [% MAC] ≤ 55
Aerodynamics
Wing Mach Divergent Drag Number ≥ Cruise Mach Number
HT Mach Divergent Drag Number ≥ Cruise Mach Number
VT Mach Divergent Drag Number ≥ Cruise Mach Number
Stability and Control
Minimum Static Margin, [%] ≥ 10
Trim HT Lift Coefficient ≤ 1.0
Maximum Aileron Deflection (OEI TO), [deg] ≤ 10◦

Maximum Rudder Deflection (OEI TO), [deg] ≤ 15◦

Maximum Roll Angle (OEI TO), [deg] ≤ 5◦

Crosswind Vel. @ 10 deg Aileron Deflection (APR), [kts] ≥ 25
Crosswind Vel. @ 18 deg Rudder Deflection (APR), [kts] ≥ 25
Crosswind Vel. @ 5 deg Roll Angle (APR), [kts] ≥ 25
Static Roll Stability, [1/rad] -0.20 ≥ Clβ ≤ 0.05
Static Yaw Stability, [1/rad] 0.03 ≥ Cnβ ≤ 0.15
Performance
Takeoff Field Length, [ft] ≤ 6000 (7500)1

Engine-Out Climb Gradient II ≥ 0.024
Landing Field Length, [ft] ≤ 5000 (6000)1

1 Values in brackets are the bounds for Aircraft R3.

The stability constraints ensure adequate longitudinal and lateral–dir-
ectional static stability based on existing aircraft. The constraints on the
maximum trimmed lift coefficient ensure adequate remaining control author-
ity. The constraint is evaluated during takeoff, when the aircraft has the slats
and flaps in the takeoff configuration, during cruise, when the aircraft is in a
clean configuration, and during landing, when the slats and flaps are at their
maximum deflection. The appropriate size and positioning of the vertical tail
is strongly affected by the lateral controllability under one engine inoperative
takeoff conditions and crosswind landing conditions. The constraints for both
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conditions are evaluated by solving the lateral-directional force and moment
equations for steady flight. Figure 5.2 shows the degrees of freedom and the
definition of the axis definition for the stability analysis.

Figure 5.2: Lateral and directional degrees of freedom

The first condition under consideration is the case of one engine failing
during takeoff. The size of the vertical tail, in combination with the overall
geometry of the aircraft, and the deflection limits of the control surfaces must
provide sufficient control authority to either continue or abort takeoff safely.
During takeoff condition with one engine inoperative and the other engine at
maximum thrust, the lateral-directional force and moment equations can be
simplified to: CYδa CYδr CW

Clδa Clδr 0

Cnδa Cnδr 0


δa
δr
φ

 = −


CYβ
Clβ
Cnβ

β −


0
0
CnT

 (5.7)

where CY ,Cl and Cn are the side force, roll moment and yaw moment coef-
ficients for aileron deflection, δa, rudder deflection, δr, sideslip angle, β, and
asymmetric thrust, T . For steady level flight, the weight coefficient, CW , is
equal to the lift coefficient of the aircraft. The constraints are evaluated by
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requiring that the sideslip angle is zero (β = 0) in the equation above and
solving for the roll and control surface deflection angles required to maintain
the aircraft straight.

The crosswind landing constraints are based on FAR 25.237 and evaluated
with the aircraft in the landing configuration at an altitude of 30 ft above the
ground using the lateral-directional force and moment equations: CW CYδa CYδr

0 Clδa Clδr
0 Cnδa Cnδr


φ
δa
δr

 = −


CYβ
Clβ
Cnβ

β (5.8)

Solving the set of equations and setting the roll angle, aileron deflection and
rudder deflection to their respective maximum values provides the maximum
sideslip angle. The maximum values for the control surface deflections assume
a two-third maximum control input, leaving one-third control available for
gust recovery. The maximum crosswind velocity, Vcw, can be obtained based
on the maximum sideslip angle by:

Vcw = V∞ sin(β) (5.9)

where V∞ is the free steam velocity, or total airspeed of the aircraft. For the
analysis of the maximum crosswind constraints, it is assumed that the aircraft
remains aligned with the runway but allows the aircraft to roll to a maximum
of five degrees. This sideslip approach is the most conservative crosswind land-
ing approach. Pilot crosswind landing techniques, such as “crabbing” where
the aircraft is turned into the crosswind and only aligned with the runway
just before touchdown, can significantly increase the crosswind capability of
an aircraft.

The performance constraints are based on an off-design takeoff, at stan-
dard day sea-level and maximum takeoff weight, and landing, at maximum
landing weight, and a minimum climb gradient during takeoff with one en-
gine inoperative as per FAR requirements. The takeoff field length strongly
depends on the thrust–to–weight ratio of the aircraft, while the landing field
length depends on the wing loading of the aircraft.

5.3 Robust Optimization Results

The design space for a multidisciplinary conceptual aircraft design optimiza-
tion is very complex with 30 continuous and discrete design variables, 27
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non–linear constraints, discontinuities and possibly multiple local minima for
each individual aircraft. Due to these requirements a gradient–free global op-
timizer was selected to solve the robust aircraft design optimization problem.
As mentioned above the feasibility of the aircraft design solution is paramount,
but one disadvantage of most global optimization algorithms is the handling
of constraints, which are usually handled by the addition of a penalty function
to the objective. Therefore, the robust aircraft design cases are solved using
a feasible direction inspired, asynchronous constrained particle swarm opti-
mization algorithm FDPSO, integrated as part of the Python object–oriented
optimization framework pyOPT [88]. A detailed description of the optimiza-
tion algorithm can be found in Appendix B. Due to the heuristic nature of
the optimization algorithm several runs for each of the aircraft were performed
on 48 cores, each 3.0 GHz, of a 120 core Beowulf cluster. The evaluation of
1000 iterations for a single aircraft by the optimizer required on the order of
20 hours of computational time. Additionally, several runs were performed
with different weighting schemes between the mean energy intensity and the
standard deviation of energy intensity as the objective. It was found that the
main difference in solutions was with respect to different cruise altitudes and
cruise Mach numbers, where a lower cruise altitude and lower cruise Mach
number were preferred for solutions with slightly higher robustness, and only
minor variations in overall geometry of the aircraft were observed. Figure 5.3
shows the geometry of the three aircraft obtained with equal weighting of the
mean performance and robustness. All the aircraft obtained are fully feasible.
Table 5.5 lists selected specifications and parameters of the three aircraft.

Aircraft R1 uses a T-tail configuration with four seats abreast like other
aircraft in its class. The wing span and area is higher than similar aircraft
with a comparatively high aspect ratio, resulting in a low wing loading and
low induced drag. The low climb speed and high aspect ratio result in low
thrust engines and a design for a more fuel efficient climb. The low thrust
engines also provide a lower thrust–to–weight ratio compared to similar air-
craft. Aircraft R2 and Aircraft R3 operate at similar cruise Mach numbers
and altitudes compared to existing aircraft in their class, but as Aircraft R1,
the climb speeds are lower. Aircraft R2 uses a five seat abreast cabin and Air-
craft R3 a six seat abreast cabin configuration. All three aircraft have higher
span and area wings, while maintaining the same or achieving slightly higher
aspect ratios as other aircraft in their respective classes.

The performance of these aircraft was then analyzed by solving the fleet
allocation problem for the two given networks. The results of these post
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Figure 5.3: Robust optimization aircraft geometries

optimality analyzes can be found in Section 5.3.1, where they are compared
against the reference solutions described in Section 4.3.2. It was observed
that the solutions with equal weighting of the mean and standard deviation
of energy intensity provided the best solutions for the two networks.
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Table 5.5: Robust optimization solution aircraft specifications

Aircraft R1 Aircraft R2 Aircraft R3

Operation
Capacity 86 135 192
Seat Configuration 2+2 2+3 3+3
Design Range [nmi] 2100 3100 3500

Geometry
Wing Projected Span [ft] 94.18 113.98 133.87
Wing Aspect Ratio 10.56 11.46 11.95
Wing Reference Area [ft2] 779.18 1148.71 1592.22

Engines
Maximum Static Thrust [lbf] 12660 23238 35672
Bypass Ratio 6.7 7.5 8.0

Flight Condition
Climb CAS [knots] 265 270 280
Cruise Mach 0.70 0.75 0.75
Cruise Altitude [×1000 ft] 30 35 37

Weights and Loadings
Maximum Takeoff Weight [lbf] 82559 146290 218774
Operational Empty Weight [lbf] 44422 77992 117904
Maximum Fuel Weight [lbf] 25482 41831 66030
Design Fuel Weight [lbf] 18016 36705 55896
Maximum Wing Loading [lbf/ft2] 876.63 1283.51 1634.27
Maximum Thrust-to-Weight [lbf/lbf] 0.31 0.32 0.33

Costs
Design Commonality Index [%] 0.00 0.00 0.00
Purchasing Price [Mil. 2014 US$] 47.11 69.64 91.93

5.3.1 Robust Aircraft Network Performance

Given the aircraft obtained, the fleet allocation problem for each of the net-
works can be solved using the method described in Chapter 4. Following
are the results of the two networks when operated for 15 years by the three
design solutions to the robust aircraft design optimization problem with the
same passenger demand characteristics given by the discrete time simulation
as shown in Section 4.1.3. The maximum load factor was set at 90% and the
fuel price was set at 2.93$/US Gallon.

North American Routes

Table 5.6 summarizes the allocation and performance of the robust aircraft
for operating the North American network for 15 years with the simulated
passenger demand as outlined in Section 4.1.3. The same seed for the ran-
dom number generator was used to obtain the same demand profiles as for
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the reference case to better compare the performance of the different aircraft.
The allocation of aircraft is similar to the reference case, with Aircraft R1 and

Table 5.6: Robust aircraft results for operating the North American
network for 15 years

Aircraft Aircraft R1 Aircraft R2 Aircraft R3

Average Load Factor, [%] 73.6 NA 83.8
Average Route Range, [nmi] 339 NA 1052
Average Annual Utilization, [hr] 2432 NA 2837
Max. Number of Aircraft 49 0 127
Number of Flights 552491 0 777904
Individual Energy Intensity,

17.14 NA 9.29
[BTU/(lbf nmi)]

EI Standard Deviation,
23.89 NA 10.00

[BTU/(lbf nmi)]

Network Energy Intensity,
9.92 (-15.75%1)

[BTU/(lbf nmi)]
Total Fuel Required,

16.77 (-15.76%1)
[Billion lbf]

Total Operating Cost,
37.63 (-1.34%1)

[Billion 2014 US$]
Total Acquisition Cost,

16.17 (2.99%1)
[Billion 2014 US$]

1 Relative difference w.r.t. reference aircraft solution.

Aircraft R3 covering all of the routes with approximately the same number of
total flights. As for the reference case, the medium capacity aircraft, Aircraft
R2 is not allocated to any of the routes in the network. This gives similar
average ranges and annual utilization for these two aircraft as for the CRJ-
700 and Boeing 737-800, but due to the smaller engines with higher bypass
ratios, lower wing loadings and climb speeds, the average energy intensity is
lower. This is especially true for Aircraft R1, which has approximately half
the average energy intensity compared to the CRJ. As mentioned before, the
lower wing loading results in lower lift coefficients, especially during climb,
and hence lower induced drag, which allows for smaller engines. This results
in an overall 15.8% lower energy intensity and fuel burn for the entire network.
This significant reduction in fuel required does not translate into significant
reductions in operating cost, while the acquisition cost are 3% higher. The
small decrease in operating cost is due to increases in flight times from the
slower climb speeds and corresponding higher crew cost. The higher acquisi-
tion cost are due to the fact that the robust aircraft do not benefit from any
commonality with other aircraft, resulting in higher purchasing prices.
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The yearly changes in energy intensity, fuel burn per year and operating
cost per year follow the same trends as for the reference case, Figure 5.4, with
the exception of the average load factor, which starts lower in the first year
but increases more rapidly to match the load factor of the reference case in
the final years. The network energy intensity consistently decreases over the

(a) Energy Intensity (b) Operating Cost

(c) Fuel Burn (d) Average Load Factor

Figure 5.4: Performance comparison of reference and robust solution for op-
erating the North American route network for 15 years

years by an average of 0.24% per year, resulting in a total decrease of 3.36%
in the final year compared to the first year. The total fuel burn increases
on average by 2.22% or by a total of 36.02%, maintaining a 15% reduction
compared to the reference case each year. The operating cost increases by
2.23% per year, or a total of 36.11% when comparing the first and final year.
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Compared to the reference case the difference in operating cost is negligible in
the first couple of years, until the difference increases to approximately 2% in
the final years. As for the reference case, the increases in fuel burn and cost
are slightly lower than the increases in demand growth, following the same
yearly trends. Around the ninth year the fuel required to operate the network
by the robust aircraft matches year one of the reference case, which indicates
that even with the significant reductions in fuel burn the growth in passenger
demand will result in overall higher fuel burn and CO2 emissions well within
the lifetime of these aircraft.

European Routes

Table 5.7 summarizes the performance of the robust aircraft solutions for the
European network.

Table 5.7: Robust aircraft results for operating the European net-
work for 15 years

Aircraft Aircraft R1 Aircraft R2 Aircraft R3

Average Load Factor, [%] 82.8 87.3 87.3
Average Route Range, [nmi] 404 282 226
Average Annual Utilization, [hr] 2553 1452 1557
Max. Number of Aircraft 134 79 63
Number of Flights 1476663 467562 79767
Individual Energy Intensity,

13.68 16.43 20.27
[BTU/(lbf nmi)]

EI Standard Deviation,
17.47 17.71 21.59

[BTU/(lbf nmi)]

Network Energy Intensity,
14.69 (-13.85%1)

[BTU/(lbf nmi)]
Total Fuel Required,

10.54 (-13.65%1)
[Billion lbf]

Total Operating Cost,
32.91 (4.46%1)

[Billion 2014 US$]
Total Acquisition Cost,

15.25 (5.77%1)
[Billion 2014 US$]

1 Relative difference w.r.t. reference aircraft solution.

All three robust aircraft are assigned to the European network, but a large
proportion of the daily routes is covered by Aircraft R1, while the other two
aircraft are mainly used for the very high demand but short range routes
within Germany, such as the routes between Munich, Frankfurt and Berlin.
The resulting average ranges for the larger two aircraft are very low, at 282
and 226 nautical miles, respectively, and corresponding low annual utiliza-
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tion around 1500 hours and high average energy intensities, which are only
marginally lower than the reference aircraft’s values. The lower operating
range design for Aircraft R1 significantly reduces the average energy intensity
for this aircraft, resulting in an overall reduction in energy intensity and fuel
burn for the European network by 13.85% and 13.65% respectively. The stan-
dard deviation of the energy intensity for all of the aircraft is lower compared
to the reference aircraft, especially for Aircraft R1. The capacity of Aircraft
R3 is significantly lower than the single class capacity of the B757-300, which
results in an overall significant increase in the number of flights required to
meet all the demand in the network; even so the allocation maintains high
average load factors for all the aircraft. The consequence is that despite the
reductions in fuel burn, the operating cost driven by fees and maintenance
for the high number of takeoffs and landings, are 4.46% higher for this set
of aircraft. There is also an increase in the number of aircraft of each type
required, which increases the total acquisition cost for the network by 5.77%.

The yearly variations in energy intensity, fuel burn, operating cost and
load factor when operating on the European route network for the robust and
reference sets of aircraft are shown in Figure 5.5. The energy intensity of the
robust aircraft is essentially constant over the years, with only minor varia-
tions and a total decrease of less than one percent. As the energy intensity for
the reference cases decreases so does the difference between the two solutions,
which starts at a relative difference of 16.49% in the first year but reduces to
11.53% in the final year. The load factor and energy intensity do show less
fluctuations for the robust case. The fuel burn follows a similar trend, with
an average of 3.39% per year increase and a total of 59.4%, which corresponds
to an 16.29% difference in the first year and only a 11.31% difference in the
final year compared to the reference case. An additional effect is that the fuel
burn of the robust solution exceeds the fuel burn of the first year reference so-
lution earlier than for the North American network, in the seventh year. The
operating cost starts at approximately the same level but due to increases
in passenger demand and the resulting increases in the required number of
flights, the operating cost increases at a higher rate for the robust case, at an
average of 3.64% and a final difference of 9.68% in the final year compared to
the reference solution. This high rate of increase in cost also means a total
increase in operating cost of 64.80% from the first to the final year, which is
higher than the increase in passenger demand and revenue passenger miles.
The yearly trends in energy intensity and fuel burn follow the same expected
trends as the reference solution. The yearly average load factor does not show
similar variations as the reference case, since the switches to larger capacity
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(a) Energy Intensity (b) Operating Cost

(c) Fuel Burn (d) Average Load Factor

Figure 5.5: Performance comparison of reference and robust solution for op-
erating the European route network for 15 years

aircraft required to accommodate the increases in passenger demand are more
gradual. The robust solutions, with their relatively high design ranges, per-
form better on the North American network than the European network, with
similar decreases in fuel burn and energy intensity but an increase in operating
cost compared to the reference solution on the European network, while the
operating cost for the North American network is slightly lower.

It can be noted that the objective of the robust design optimization was the
energy intensity and its robustness, and not the operating cost of the aircraft.
As such the robust solution does exhibit lower energy intensity for both net-
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works. What the solution also demonstrates is the effect of different markets;
even so the robust solution performs well on the North American network.
The reduced flexibility of just three representative aircraft does show higher
sensitivity to the growth in the European network. The European network
is dominated by high demand short range routes, while the design ranges for
the robust aircraft are still significantly higher than required. This leads to
aircraft with higher than required maximum takeoff weight, and correspond-
ing structural weight, which is carried for every mission. Figure 5.6 shows the
ratio of the route range to the main mission design range of performed depar-
tures in log scale by the robust aircraft during the 15 years of operating the
North American network. Similarly to the reference aircraft the departures
are mainly distributed between 10 to 90% of the respective design ranges but
with a higher concentration of performed departures below 30% of the design
range compared to the reference aircraft. This results in an average range
ratio of 26.8%, which is significantly lower than the average range ratio of the
reference aircraft of 43.9%.

Figure 5.6: Route range to design range ratio of performed departures by the
robust aircraft on the North American network (26.8% average ratio)

The same trend can be observed for the European network, as shown in
Figure 5.7, with a higher number of departures at range ratios below 20% of
the respective aircraft design range, compared to the reference case. The av-
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Figure 5.7: Route range to design range ratio of performed departures by the
robust aircraft on the European network (18.5% average ratio)

erage range ratio for the European network is also lower with a value of 18.5%
of the respective aircraft design range, but the shift is insignificant compared
to the shift in the North American market.

The overall performance of the robust aircraft with respect to energy in-
tensity and fuel burn is improved over the reference, despite the shift to lower
range ratios for the robust aircraft. This is due to the increased fuel efficiency
and robustness of the aircraft with respect o operational range and load factor.
Figure 5.8 shows the payload range diagrams for the three robust aircraft. On
these diagrams the constant energy intensity contours are shown as well as the
frequencies of the performed departures for operating both networks for the
given 15 years. It should be noted that only the main mission flight range is
shown; the full flight range also includes the 200 nautical mile reserve mission.
The energy intensity contours follow similar distributions for all the aircraft.
Close to the design range the energy intensity is the lowest and the bands of
increasing EI are large. As range and/or payload decrease so does the width of
the contour bands and the energy intensity. For the three aircraft, the highest
frequency of flights occurs in the region of the payload range diagram with
high energy intensity at relatively high payloads but low flight ranges, while
few flights occur in the low EI region close to the respective design ranges.
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(a) Aircraft R1 (b) Aircraft R2

(c) Aircraft R3

Figure 5.8: Frequency of flights performed and energy intensity contours on
payload range diagram for the robust aircraft design and operating both net-
works for 15 years
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Reducing the design range could shift a larger portion of the performed flights
into lower energy intensity regions of the respective payload range envelopes,
but without coupling the design of these aircraft directly with the network
allocations the actual values of these design ranges is not known.

Additionally, the capacities of the robust aircraft were fixed, but as the
use of the Boeing 757-300 shows, a high capacity aircraft may address the
increases in passenger demand in the European and North American markets.
Hence, coupling the design of a number of aircraft closer to operational use
in both markets can take advantage of selecting appropriate capacities and
design ranges in combination with increased flexibility provided by aircraft
families to not only further reduce fuel burn and energy intensity but also
operating and acquisition costs.
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6 Coupled Aircraft Family
Design

The decoupled robust aircraft optimization results in the previous chapter
showed significant reductions in fuel burn and energy intensity compared to
existing aircraft, but the design range and capacity for each aircraft must be
selected beforehand. Even so available data can be used to guide this selection;
the design of each aircraft is still decoupled from the actual operations. Closer
coupling with the operations of these aircraft during the design process can
reduce operational inefficiencies. Additionally, since two markets are being
considered, a single aircraft in each class cannot meet all the requirements,
in terms of capacity and range, of each market. To increase the flexibility of
aircraft provided, while reducing the research and development cost, a family
of aircraft in each class can be considered.

The following chapter introduces the approach used to simultaneously de-
sign several aircraft families coupled with the fleet allocation problem for both
markets considered. Two test cases are presented, one with three aircraft fam-
ilies and one with two aircraft families and the performance of each case on
both route networks is compared with the robust and reference solution.

6.1 Coupled Aircraft Family Design Methodology

The coupled problem has several sub-problems that need to be considered,
namely: the concurrent optimization of all aircraft in a family, the optimiza-
tion of several aircraft families and the coupling of the aircraft with the fleet
allocation in both markets. One strategy is to decompose the coupled opti-
mization problem sequentially into a bi–level optimization strategy. In this
case the aircraft family optimization and fleet allocation problems are both
handled by sub-level optimizers, while a system level optimizer handles the
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coupling variables and constraints and the system level objective. The strat-
egy proposed here is closely related to a hierarchical optimization strategy [89]
as shown in Figure 6.1, with the allocation problems nested as sub-level prob-
lems in the system level optimization of the aircraft families.

The system level optimization problem consists of the aircraft families
design optimization and the overall system objective following the MDF for-
mulation introduced in Section 3.2:

min EI(x, z) (6.1)

w.r.t xi ∈ {R, xli ≤ xi ≤ xui} i = 1, . . . , n

xi ∈ {Z, xli ≤ xi ≤ xui} i = n+ 1, . . . , n+m

zi ∈ {R, zli ≤ zi ≤ zui} i = 1, . . . , l

zi ∈ {Z, zli ≤ zi ≤ zui} i = l + 1, . . . , l + k (6.2)

s.t. gi(x, z) ≤ 0 i = 1, . . . , ncon (6.3)

where x are the local bounded continuous, n and discrete, m, aircraft design
variables exclusive to each aircraft and z are the global bounded continuous,
l and discrete, k, aircraft design variables of common components, described
in Section 6.2. The inequality constraints, gi(x, z), are the design constraints
for each aircraft listed in Section 5.2.2. The system level optimization prob-
lem is solved by a single optimizer. For a given set of design variables all
the aircraft are sized and the constraints are evaluated. Then the sub-level
optimizations solve the fleet allocation problems of both networks from the
given performance and operating cost of each aircraft following the formu-
lation from Section 4.2. The discrete time simulation used in the network
allocation problems is run offline to determine the daily passenger demand for
each network as given in Section 4.1.3. The system level objective is the energy
intensity of the current designs on both networks, which is calculated from the
allocation of the aircraft on the two networks for the full time of operations.
Both optimization levels are coupled by the performance and operating cost
of each aircraft for each route and the allocation of each aircraft, where the
network solution provides the total network operating cost and fuel burned
for all simulated days of operation for both networks, which can then be used
to assess the system level objective function value. The main advantage to
performing the network optimization as a sub-level optimization inside the
main optimization objective function is that the system level optimizer solves
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6.2. Aircraft Family Design Variables

only the aircraft design optimization problem, while the sub-level optimizers
only solve the network optimization problems. This approach works well in
this case, since the solution of the network problems is obtained relatively
quickly compared to the analysis of all the aircraft in the families.

6.2 Aircraft Family Design Variables

To couple the designs to the requirements of each network the capacity and
design range are added to the set of local design variables for each aircraft
listed in Section 5.2.1. Additional binary design variables for the number of
seats abreast, the horizontal and vertical tail are also introduced as global
design variables for each family. These binary design variables provide to
the optimizer the flexibility of selecting the level of commonality between the
aircraft in a family. For each binary design variable a value of zero represents
that the component is not shared between the two aircraft, while a value of
one represents that the component is shared. In the case where a component
is common, the set of design variables determining that component becomes
part of the global set of design variables, while the same sets of local variables
for each of the aircraft sharing that component become inactive. Table 6.1
shows the status of the set of design variables for the vertical tail for the
example of two aircraft, Aircraft A1 and Aircraft A2. The wing is assumed to

Table 6.1: Example of local and global vertical tail design variables for two
aircraft

Commonality Variable Not Common Common

VTcommA1↔A2 0 1

Design Variable Type Status Type Status

Aircraft A1
Vertical Tail Semi-Span, [ft] localA1 active localA1 inactive
Vertical Tail Root Chord, [ft] localA1 active localA1 inactive
Vertical Tail Taper Ratio localA1 active localA1 inactive
Vertical Tail LE Sweep, [deg] localA1 active localA1 inactive

Aircraft A2
Vertical Tail Semi-Span, [ft] localA2 active globalA1↔A2 active
Vertical Tail Root Chord, [ft] localA2 active globalA1↔A2 active
Vertical Tail Taper Ratio localA2 active globalA1↔A2 active
Vertical Tail LE Sweep, [deg] localA2 active globalA1↔A2 active

be shared between each member of the family, but additional local variables
are introduced for each derivative aircraft. These represent span and chord
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extensions on the root and tip, as shown in Figure 6.2. When the vertical

Figure 6.2: Aircraft family geometry design variables and discrete options

tail is common, the set of local design variables defining the vertical tail of
Aircraft A2 become the global set of design variables defining the vertical tail
for both, Aircraft A1 and Aircraft A2. The local design variables for Aircraft
A1 become inactive. In the MDF formulation of the problem the optimizer
does not distinguish between local and global variables explicitly, which makes
this change in the type of design variables possible without reformulating the
optimization problem. The design variable of the static sea-level thrust of the
engine is left independent for each aircraft, but it is assumed that the engines
share commonality when the value of the thrust falls within 15% of each
other. When evaluating the objective function of the system level optimization
problem, the aircraft are sized from the largest aircraft in each family to the
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smallest. In the case of common components, such as horizontal and vertical
tail, the weight of that component of the larger aircraft is used during the sizing
of the smaller aircraft in the family. This accounts for the fact that common
components must be sized for the most critical conditions of all aircraft that
share that component. For the purpose of calculating the design commonality
index for each member of the family, the smallest aircraft of the family is still
considered the originally designed aircraft for the fuselage and wing, while the
larger members are considered derivative aircraft. Hence, the weight of the
fuselage and wing structure are not included as common component weights
for the smallest aircraft. For the larger members in the family, the weight of
the fuselage and original primary wing structure is included in the weight of
common components for the design commonality index. Similarly, the reverse
approach is used for a common horizontal or vertical tail, where the weight is
considered as common component weights for the smaller aircraft but not the
aircraft for which they were sized.

6.3 Aircraft Family Test Cases

The coupled aircraft family and fleet allocation problem was solved for two
test cases. The first test case assumed three aircraft families, with two air-
craft in each family, while the second test case assumed two aircraft families
with three aircraft in each family, resulting in a total of six aircraft in each
case. As described above, the optimizer has the flexibility to adjust the level
of commonality between the aircraft in each family through the global binary
design variables. The only commonality that is assumed to be fixed between
each member of the respective families is the primary structure of the wing
and the fuselage cross section. The feasibility of each aircraft is assessed based
on the same set of design constraints listed in Section 5.2.2. This results in
a total of 195 mixed, integer and continuous, design variables for the three
aircraft family test case and 192 design variables for the two aircraft family
test case, each with 172 constraints.

The system level optimization of the coupled problem was solved using
the FDPSO optimization algorithm, while the two route networks were solved
independently following the procedure outlined in Section 4.2.1. As for the
robust case the system level optimization problem is a mixed integer optimiza-
tion problem with discontinuities in the design space. One additional reason
for using the global FDPSO is the switch of some of the design variables from
active to inactive, depending on the value of the binary commonality design
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variables. During the optimization process the network allocation problem
was solved for 15 years of operation with the combined energy intensity as
the system level objective. Each test case was solved five times, due to the
heuristic nature of the PSO algorithm and the best solutions to both cases
are shown below. It can be noted that the best solutions showed only minor
variations in the designs and were all fully feasible. The evaluation of 500 it-
erations by the system level optimizer with 47 particles required on the order
of 240 hours of computational time on 48 cores, each 3.0 GHz, of a 120 core
Beowulf cluster.

6.3.1 Three Aircraft Families Optimization Results

The first solution is for the case of three aircraft families, each with two aircraft
which share common components. The geometries of the six obtained aircraft
can be seen in Figure 6.3 with the common components shared between each
aircraft shaded in blue. Table 6.2 lists selected specifications and parameters
of the aircraft. All the aircraft share the fuselage, horizontal and vertical tails,
but none of the engines fall within the 15% range of static sea-level thrust and
are hence not shared between any of the aircraft within the three families.
The aircraft in Family A use a T-tail configuration with four seats abreast.
The capacities of both aircraft are the same as the CRJ-700 and CRJ-900
family from Bombardier, with similar design ranges. Compared to the CRJs,
the wing span and aspect ratio are significantly higher with an approximately
20 feet higher wing span and lower wing area. Both aircraft still fall within
the Group III gate constraint. The climb speed, cruise Mach number and
initial cruise altitude are low. The lower cruise Mach number allows for a
lower wing sweep to support the higher aspect ratio wing at no or very low
weight penalty. This results in low thrust requirements for the engines, higher
fuel efficiency and hence lower maximum takeoff weight and wing loading.

Aircraft Family B uses a five seat abreast configuration with capacities of
129 and 146, respectively. As for Aircraft Family A, both aircraft have high
wing spans, with aircraft B2 almost reaching the Group III gate constraint of
118 feet, and high aspect ratios. The design ranges are approximately half of
the design range of the reference Aircraft B, while the climb speed is low at
260 knots CAS. This, in combination with the low induced drag due to the
high aspect ratio wings, allows again for relatively low thrust–to–weight ratios
and lower maximum takeoff weights.

Aircraft C1 has the same capacity and fuselage configuration as the ref-

100



6.3. Aircraft Family Test Cases

Figure 6.3: Three families aircraft geometries
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6.3. Aircraft Family Test Cases

erence Aircraft C, but a 58% lower design range, and three feet higher wing
span. Even so the horizontal and vertical tail are larger and heavier, since
they are shared components with the 233 capacity Aircraft C2. The low de-
sign range allows for smaller engines and an overall 18.8% lower maximum
takeoff weight. The second aircraft in the family uses span extensions to in-
crease the wing span by 14.5 feet and a 4 foot root chord extension to increase
the wing area. Compared to other similar aircraft, namely the Boeing 757-
200 and 757-300, the aircraft has a high aspect ratio and low wing loading. In
addition the design range is lower at 2343 nautical miles, resulting in a lower
maximum takeoff weight. The “baseline” aircraft only have the empenage as
common components, resulting in low design commonality indicies between 4
to 5%. The design commonality index of the three derivative aircraft are also
relatively low between 50 to 60%.

6.3.2 Two Aircraft Families Optimization Results

The second solution is for the case of two aircraft families, each with three
aircraft in the respective family. The geometries of the six obtained aircraft
can be seen in Figures 6.4 and 6.5. Selected specifications and parameters of
the six aircraft are listed in Table 6.3.

The capacities of the first two aircraft in Family D are similar to Family
A in the previous case. The third aircraft in the family has a capacity of 98
passengers. The aircraft use a T-tail configuration with four seats abreast
in the cabin. All the aircraft in the family share the horizontal and vertical
tail. The wing is complete shared between Aircraft D1 and Aircraft D2 and
only a 1.29 foot root chord extension is added to Aircraft D3. The projected
spans vary slightly due to different cant angles of the winglets. The aspect
ratio is higher than that of other aircraft in their class, but lower than the
aspect ratios of the aircraft in Family A of the previous case. The design
range is highest for the smallest aircraft, at 1492 nautical miles, and decreases
to 1276 nautical miles for the highest capacity member of the family. This
results in very similar thrust requirements for the three aircraft and hence the
engines are also shared across this family. Similar to the previous results, all
the aircraft perform low speed climbs followed by cruising at a Mach number
of around 0.70.

The second family of aircraft in this test case has significantly higher capac-
ities than the aircraft in Family D, with a 185 passenger capacity of Aircraft
E1 to 224 passengers of Aircraft E3. All the aircraft share the same fuselage
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6.3. Aircraft Family Test Cases

Figure 6.4: Aircraft Family D geometries of the two aircraft families solution

layout, with six seats abreast, a conventional configuration with engines under
the wings, the horizontal tails and the wing with only minor span and chord
extensions by Aircraft E2 and E3. The vertical tail is only shared between the
two larger aircraft, while Aircraft E1 has a scaled down version of the same
tail. The design ranges are comparative to the design ranges of the aircraft
in the previous case, with Aircraft E1 having a design range of 1811 nautical
miles, Aircraft E2 a lower design range of 1596 nautical miles and Aircraft E3
an increased design range of 2263 nautical miles. The aspect ratios of each of
the aircraft are also quite high for aircraft in their class, while the preferred
climb speed is low. This in combination with the lower design ranges results
in aircraft with lower MTOW compared to existing aircraft with similar ca-
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6.3. Aircraft Family Test Cases

Figure 6.5: Aircraft Family E geometries of the two aircraft families solution

pacities.

As for the case of three aircraft families and to some degree the robust
optimization results, all the aircraft have relatively high spans and reference
areas, resulting in lower wing loadings, and low initial climb speeds. Hence,
the aircraft spend more time in the constant CAS climb segment of the mission
profile. During climb the lift coefficient is generally higher resulting in higher
induced drag, but this higher induced drag is mitigated by the higher aspect
ratio wings. The relatively low maximum wing loading also allows for lower
maximum thrust engines, which in this case have high bypass ratios, resulting
in lower fuel consumption. All these factors combined, from the lower design
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6.3. Aircraft Family Test Cases

ranges to the lower thrust engines, result in aircraft with lower maximum
takeoff weight. In addition, due to the relationship between the research and
development and production cost of aircraft and their MTOW in combination
with the higher design commonality indicies within the families, this results
in lower acquisition costs.

6.3.3 Aircraft Families’ Network Performance

The results of the two test cases when operated for 15 years on the two net-
works are described below. It can be noted that the combined performance,
in terms of energy intensity and fuel burn, of each set of families is very
similar, even so each represents a unique set of aircraft. This showcases the
multi–modality of the coupled optimization problem.

North American Routes

The performance of the three family solutions for the North American network
is summarized in Table 6.4, while the performance of the two family solutions
is summarized in Table 6.5. In the case of the three aircraft family solutions,
all aircraft except the smaller of the medium capacity aircraft, Aircraft B1,
are allocated to the network. The majority of routes and days are serviced by
the two regional jet family aircraft, Family A, and by the high capacity, high-
est design range large aircraft, Aircraft C2. As with the previous cases, the
average ranges are similar, with around 300 nautical miles for the two regional
jet type aircraft and 1000 nautical miles for Aircraft C2, with the other two
aircraft falling in between. The annual utilization is above 2000 hours, with
the exception of Aircraft C1, which is used on relatively few days and routes.
It can be noted that for Family A a switch occurs; in the first seven years of
operations Aircraft A1 is used almost exclusively for mainly the ExpressJet
routes, after which Aircraft A2 is used almost exclusively for the same routes.
This switch can be explained by the increase in passenger demand over the
years, at which point the switch to the larger capacity aircraft is more eco-
nomical than performing multiple flights with the smaller of the two aircraft.

The generally lower design ranges of all the aircraft result in lower take-
off weight and hence smaller engines. This, combined with higher efficiency
design for shorter ranges results in lower energy intensity mean and standard
deviation values for all the aircraft compared to the previous cases. The over-
all result on the network is a significant decrease in energy intensity and fuel
burn by 21% compared to the reference aircraft and over 6% compared to the
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6.3. Aircraft Family Test Cases

robust solution. The operating costs are also lower, by 5.7% and 4.5%, as
are the acquisition costs, by 8.3% and 11%, respectively. The lower operating
costs are provided by the lower fuel required and the extensive use of the high
capacity aircraft, which results in a lower number of flights and hence lower
fees. At the same time, the operating cost are not reduced as significantly as
the fuel burn, due to the increased flight times, which are a result from the
lower climb speeds. The increases in flight time result in corresponding higher
crew cost. The use of high capacity aircraft also results in a lower number of
aircraft required and the reduced aircraft purchasing prices through the use
of shared components reduce the acquisition costs.

The two aircraft family solution only uses four of the six available aircraft
on the North American network. The first two aircraft of Family D and the
two higher capacity aircraft of Family E. Aircraft D2 is used significantly more
than Aircraft D1, which is designed for a higher design range, but the routes
Aircraft D2 are assigned to are generally shorter, resulting in a low average
range of under 300 nautical miles, while the average range for Aircraft D1
is almost 600 nautical miles. The average ranges for the two larger aircraft
are close in value to each other at over 1000 nautical miles. As for the three
family case, the largest capacity aircraft is used extensively throughout the
network. The mean values and standard deviation of the energy intensity for
all the assigned aircraft are low compared to other solutions, especially for
the two members of Family E, while the annual utilization is high for all the
aircraft. The obtained fuel burn and energy intensity are slightly lower than
for the three family case at 22.4% compared to the reference case and 7.9%
compared to the robust solution. Extensive use of the two larger capacity air-
craft provides lower operating cost, by 6.8% and 5.5%, and lower acquisition
cost, by 14.8 and 17.3% compared to the reference and robust solutions.

Figure 6.6 shows the change in energy intensity, fuel burn per year and
operating cost per year when operating on the North American route network
for the four test cases. The average load factor for each year of operation
is also shown. The performance of the two family test cases is very similar,
with the two family solution providing consistently lower results in terms of
energy intensity, fuel burn and operating cost. The two family solution does
show a higher number of fluctuations over the years of operations, which can
be attributed to a lesser number of switches in the aircraft types allocated
compared to the three family case, which changes aircraft within each family
more frequently to match demand. The average increase in fuel burn is 2.36%
and 2.32% for the three and two family solutions, or a total change of 38.6%
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6.3. Aircraft Family Test Cases

(a) Energy Intensity (b) Operating Cost

(c) Fuel Burn (d) Average Load Factor

Figure 6.6: Performance comparison of all solutions for operating the North
American route network for 15 years

and 37.7%, respectively. Both these relative increases are higher than for the
robust solution, but due to the overall higher efficiency of the allocated aircraft
the fuel burn does exceed the fuel burn of year one by the reference aircraft
only in years 13 and 14, respectively. The average load factors are lower for
both cases. The main contribution to these lower load factors comes from
the regional jet type aircraft whose capacity is better suited to the European
network, discussed below. The operating cost of the two family cases increases
more slowly compared to all the other cases at an average of 2.06% per year,
which results in an overall lower operating cost. Even though the yearly in-
creases are generally higher than for the reference and robust solution, they
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6.3. Aircraft Family Test Cases

still fall below the increases in passenger demand and revenue passenger miles.
It can be noted that in both cases the largest capacity aircraft are used exten-
sively and that the design of the aircraft families provides increased flexibility
in the allocation, especially in the three aircraft family case.

European Routes

Table 6.6 provides a summary of the performance of the three family solution
on the European network operated for 15 years with the given passenger de-
mand profiles from the discrete time simulation. For the three family cases
all aircraft except the high capacity Aircraft C2 are assigned to the network.
As for the previous cases the route structure of the network results in low
average ranges and corresponding lower annual utilization for all of the as-
signed aircraft, especially for the the two regional jet type aircraft and the
larger Aircraft C1. The aircraft assigned the most number of flights is the
second medium sized Aircraft B2, followed by the second regional jet type
Aircraft A2. Aircraft C1 is only used starting in the eighth year to cope with
the increase in passenger demand, especially on the very short, high demand
routes between the hubs and Berlin. The total network energy intensity and
fuel burn are significantly lower than the reference and robust solution, with
a reduction in both of 19.9% and 7%, respectively. Operating and acquisition
costs are also reduced, the operating cost by 4% and 8% and the acquisition
cost by 12% and 17% compared to the two previous solutions.

The performance of the two family solution on the European route network
is given in Table 6.7. The reduction in total fuel burn and energy intensity is
slightly lower for the two family case compared to the three family case with
a total reduction in both of 19.3% compared to the reference solution and
6.4% compared to the robust solution. The only aircraft not assigned to any
of the days of operation in the network are the small region jet, Aircraft D1
and, like the three family solution, the largest aircraft, which is designed for
longer ranges, Aircraft E3. Different from the three family case, the largest
number of flights is assigned to the second regional jet type aircraft, Aircraft
D2, followed by the first two members of the larger capacity Family E, where
a switch between aircraft occurs around year eight from Aircraft E1 to Air-
craft E2. The average ranges and annual utilization are again comparable to
previous results. The operating costs follow the same trend as the fuel burn
and energy intensity, with slightly lower reductions than the three family case,
at 3.7% compared to the reference solution and 7.8% compared to the robust
case. The acquisition cost, on the other hand, are significantly lower than
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6.3. Aircraft Family Test Cases

for the three family case, due to the higher commonality shared between the
assigned aircraft and the lower number of higher capacity aircraft required to
meet the given demand.

The total values of the performance of the family solutions indicate a
slightly better performance of the three family case over the two family case.
Comparing the yearly change in overall values for operating the European
network, Figure 6.7, shows higher fluctuations in the values from the two fam-
ily case. As for the North American network, both family solutions remain

(a) Energy Intensity (b) Operating Cost

(c) Fuel Burn (d) Average Load Factor

Figure 6.7: Performance comparison of all solutions for operating the Euro-
pean route network for 15 years

below the values of the robust solution, also in the case of the average load
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6.3. Aircraft Family Test Cases

factor, which falls between the reference solution and the robust solution. The
better performance of the three family case does not extend when examining
the trends over the years. The energy intensity increases at an average rate of
0.19% a year, while the energy intensity of the two family solution decreases
by 0.29% a year resulting in a total increase of 2.54% for the three family case
and a total decrease of 4.8% for the two family case. Similarly the fuel burn
increases at a higher rate for the three family case, at 3.63%, to a total in-
crease of 64.67%, which is higher than the growth in passenger demand. The
two family case increases its fuel burn at a slower rate of 3.31% a year to a
total of 52.6%, which is much lower than any of the other solutions. In both
cases the fuel burn exceeds the year one level of the reference solution around
the tenth year of operation. The same can be observed in the operating cost,
where the difference between the three family solution and the reference so-
lutions shrinks from 5.4% in the first year to 2.0% in the final year, while the
difference in cost is negligible in year 14. In case of the two family solution, the
trend is reversed with a 2.3% difference in the first year that increases to 5.6%
lower operating cost in the final year, compared against the reference solution.

The given total values for the networks was for an operational period of 15
years, but many aircraft are in service significantly longer. Hence, to assess
the sustainability of any solution not only the overall performance of each but
also the yearly trends must be considered. Since the rate of change of fuel
burn per year of the three family solution is higher than the growth in pas-
senger demand, this would indicate that the two family solution is preferable
in terms of the long term environmental impact of operating these aircraft.
The ratios of the route range to the design range of the performed departures
on the North American and European network by three family aircraft can
be seen in Figure 6.8 and Figure 6.9, respectively. In both networks the per-
formed departures are distributed towards higher range ratios, compared to
the reference and robust case. A significant number of departures also occur
at range ratios which are greater than one. The higher the range ratio is above
one the lower the number of passengers that can be carried and the possible
load factor for these longer routes. This explains why the design ranges of the
coupled solutions are not as low as would be expected from the data of the
two networks alone. Although the performed departures are distributed over
higher range ratios in the North American network, the average range ratio
is essentially the same as for the reference case with a value of 43.3% of the
design ranges. The same is not the case for the European network, where a
large number of departures is shifted to higher range ratios, resulting in an
higher average range ratio 26.5% compared to the reference and robust case.
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6.3. Aircraft Family Test Cases

Figure 6.8: Route range to design range ratio of performed departures by the
three family aircraft on the North American network (43.3% average ratio)

Figure 6.9: Route range to design range ratio of performed departures by the
three family aircraft on the European network (26.5% average ratio)
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This shift towards higher range ratios results in a decrease in operational in-
efficiencies as the aircraft are operated closer to their respective design points
as is discussed below.

The performed departures are even more distributed towards higher range
ratios for the two family case, as can be seen in Figure 6.10 for the North
American network, and in Figure 6.11 for the European network. The average
range ratio for this case for the North American network was 48.7% and 30.3%
for the European network, which are the highest average values for all the
different cases in both networks, which is due to the shorter design ranges of
the aircraft. The reason the two family cases does not exhibit significantly
higher performance in both networks combined when compared to the three
family case is that these higher average range ratios are partially due to a
higher number of performed departures at range ratios greater than one. At
a range ratio greater than one the payload that can be carried by the aircraft
is lower than the maximum payload, while the highest efficiency points are at
maximum payload, as described below. This again shows the reason for the
higher than expected design ranges of the aircraft and the benefit of coupling
the design with the allocation of the aircraft.

Figure 6.10: Route range to design range ratio of performed departures by
the two family aircraft on the North American network (48.7% average ratio)
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Figure 6.11: Route range to design range ratio of performed departures by
the two family aircraft on the European network (30.3% average ratio)

Both cases show significant reductions in fuel consumed, energy intensity
as well as cost compared to the reference and robust solutions. Figure 6.12 and
Figure 6.13 show the payload range diagram for the three aircraft family case
with an overlay of the energy intensity contours. The departures performed
show the frequency of flight for each aircraft when operating both networks
for 15 years. The payload range diagrams of the two family aircraft are shown
in Figure 6.14 and Figure 6.15.

The lower design ranges of all the coupled aircraft and the design for high
efficiency in climb shifts the constant energy intensity contours to lower ranges.
This shift results in larger portions of the performed flights falling into lower
energy intensity regions of the respective payload range envelopes, providing
the overall reductions in fuel burn. As was noted before, a significant number
of departures by most of the aircraft occur at ranges higher than the design
range and high load factors, which also corresponds to low energy intensity
regions of the respective payload range envelopes. A further reduction in the
design ranges of these aircraft would shrink of the payload range envelopes
and the longer range routes could only be performed at lower payloads, which
would result in higher energy intensities for these routes. It can be noted
that Aircraft D3 is used for a very limited number of routes in the European
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(a) Aircraft A1 (b) Aircraft A2

(c) Aircraft B1 (d) Aircraft B2

Figure 6.12: Frequency of flights performed on payload range diagram for the
aircraft families A and B designs and operating both networks for 15 years

network, compared to the other aircraft.
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6.3. Aircraft Family Test Cases

(a) Aircraft C1 (b) Aircraft C2

Figure 6.13: Frequency of flights performed on payload range diagram for the
three aircraft family C designs and operating both networks for 15 years

The increase in efficiency for shorter ranges by family case aircraft can also
be illustrated by considering the payload range efficiency envelopes of the two
test cases compared to the robust aircraft. Payload range efficiency is given
by the inverse of the energy intensity multiplied by the lower heating value of
fuel. It represents how many miles one pound of payload can be transported
by one pound of fuel. Figure 6.16 shows the payload range efficiency envelopes
of the three family aircraft and the robust aircraft, Aircraft R1, R2 and R3, as
comparison. The peak value of payload range efficiency for any aircraft occurs
at the design range and design payload point. The lower design ranges and
the design for short ranges of the three family aircraft results in a shift of this
peak to lower ranges for all the aircraft compared to the robust aircraft. With
the exception of the low capacity Aircraft A1 the peak values are also higher
than the robust aircraft with similar capacities. As was seen in the range
ratios of the performed departures, more departures occur closer to the design
point of the payload range efficiency of the three family aircraft. Additionally,
the aircraft of Family A show a steeper increase in payload range efficiency
at very low ranges. The increase in the peak values and steeper increase in
efficiency result in the increased performance of these aircraft on the networks
compared to the robust aircraft and reference, which were designed for longer
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6.3. Aircraft Family Test Cases

(a) Aircraft D1 (b) Aircraft D2

(c) Aircraft D3

Figure 6.14: Frequency of flights performed on payload range diagram for the
aircraft family D designs and operating both networks for 15 years

ranges.

The same trend can also be observed in the payload range efficiency en-
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6.3. Aircraft Family Test Cases

(a) Aircraft E1 (b) Aircraft E2

(c) Aircraft E3

Figure 6.15: Frequency of flights performed on payload range diagram for the
aircraft family E designs and operating both networks for 15 years

velopes for the two family case, which are shown in Figure 6.17. The peak
efficiencies are at higher values and shorter ranges compared to the robust
aircraft, due to the design for shorter ranges of the aircraft. As was noted
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Figure 6.16: Payload range efficiency of three family and robust aircraft

above, a significant number of departures occur at range ratios greater than
one, which indicate lower than maximum payloads. But due to the higher
peak values of the payload range efficiency envelopes for these aircraft even
operations past the design range and at lower payloads can have a higher pay-
load range efficiency than the robust aircraft at maximum payload. Reducing
the design ranges further would result in lower efficiencies for these longer
range routes.

For both networks the performance of the two solutions is very similar,
with the three family case having slightly better performance on the Euro-
pean network and the two family solution having a slight advantage on the
North American network. This shows the multi-modality and complexity of
the coupled optimization problem. Even with the flexibility provided by de-
signing six aircraft for the two networks, trade-offs exist between the two
markets. On the other hand, the performance of both family test cases is
significantly better than the performance of the robust solution for both net-
works. Hence, the closer coupling in the design of these aircraft, including the
selection of the capacities and design ranges, with the operational use does
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6.3. Aircraft Family Test Cases

Figure 6.17: Payload range efficiency of two family and robust aircraft

provide further reductions in energy intensity, fuel burn and operating cost
at the same technology level as a robust design optimization. The design of
the aircraft as part of a family provides additional advantages in terms of the
required acquisition cost for operating these networks.
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7 Conclusions and
Recommendations

The environmental impact of aviation is becoming of increasing importance in
the design and development of new commercial transport aircraft. Predictions
indicate that air traffic will continue to grow at a fast pace in the foreseeable
future. At the same time, it is also predicted that the development and deploy-
ment of new technologies for the reduction of the climate impact of aviation
will be outgrown by the growth in air transport activity. Therefore, the goal
of carbon neutral growth of aviation in the near future will require continued
research and development. One way, besides the development of new tech-
nologies, to reduce the climate impact of modern commercial aircraft is to
integrate the use of aircraft by operators more closely with the design process.
Most aircraft are not operated at their design range, which can lead to signif-
icant performance penalties. Combining better aircraft performance through
the design of new aircraft with the optimization of operational performance
can result in better economic performance and lower emissions. Additionally,
the cost of developing and producing new aircraft is substantial, but require-
ments for different markets can very significantly. Using a product family
approach in the design of an aircraft family can significantly reduce the total
investment cost associated with new aircraft programs, while also providing
reductions in operating cost due to lower training and maintenance cost.

The goal of this research was to develop a conceptual aircraft design frame-
work that allows combining the multidisciplinary conceptual design optimiza-
tion of aircraft families with the allocation of these aircraft on routes of mul-
tiple markets for extended periods of operation.
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7.1. Conclusions

7.1 Conclusions

A methodology to account for the effects of aircraft sharing common com-
ponents was introduced into a conceptual aircraft design framework using a
weight–based design commonality index and cost reduction factors. The mod-
eling of sustained operations, including daily and monthly variations in the
passenger demand for any given route, and varying growth in passenger de-
mand was done using a discrete time simulation. The solution of the fleet
allocation problems allowed investigation into how different designs of aircraft
are going to be employed to meet varying passenger demand and provide an
indication of the robustness of the performance of these aircraft for sustained
operations. A decoupled robust optimization approach for individual aircraft
was also formulated as a reference case for the coupled optimization. Opti-
mizations were performed on a set of 48 domestic routes in North America
and Europe representative of routes flown by existing narrow-body aircraft.

The robust aircraft optimization results showed significant reductions in
fuel burn and energy intensity compared to existing aircraft, by 15.8% for the
North American network and 13.8% for the European network. The operat-
ing costs were similar to the existing aircraft with a reduction of 1.3% for the
North American network and an increase of 4.5% for the European network.
The reductions in fuel burn were less significant for the European routes show-
ing a higher sensitivity to the growth in this market, which is dominated by
short range routes. The designs exhibit higher aspect ratios and lower wing
loadings than existing aircraft, which improves their efficiency in climb and
allows for smaller engines. The bypass ratios were also allowed to be higher
than for the existing aircraft, further improving the overall efficiency of these
aircraft. The objective of the robust design optimization was the energy in-
tensity and its robustness, and not the operating cost of the aircraft. One
drawback of the robust optimization test case is that the design of the aircraft
is still decoupled from the fleet allocation problem and the design range and
capacity for each aircraft must be selected beforehand.

In the coupled optimization the optimizer was given flexibility to select
the level of commonality between members of each family. Two test cases
were performed, one case of three aircraft families, where each family had two
aircraft, and a case of two aircraft families, where each family had three air-
craft. In both cases the design of the aircraft reduced the design ranges and
followed a similar design as the robust cases with higher aspect ratio wings,
lower wing loadings and lower initial climb speeds. The combination of the
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7.2. Recommendations for Future Developments

lower design ranges and more efficient aircraft resulted in lower takeoff weights
allowing for smaller engines and more efficient aircraft for short ranges. For
both networks the performance of the two solutions of families showed higher
reductions in fuel burn, energy intensity and operating cost compared to the
robust case. On the North American routes fuel burn and energy intensity
were reduced by 6.3% and 7.9% for the two test cases, while operating costs
were reduced by 4.5% and 5.5%, respectively compared to the robust solution.
For the European routes fuel burn and energy intensity were reduced by 7.0%
and 6.5% for the two test cases, while operating costs were reduced by 8.0%
and 7.8%, respectively. Additionally, the acquisition costs were also reduced
significantly. For the three family case, the acquisition cost were 11.0% and
17.2% lower compared to the robust aircraft for North American and Euro-
pean network respectively. For the two family case, the acquisition cost were
17.8% and 22.9% lower compared to the robust aircraft for North American
and European network respectively. These reductions in acquisition cost are
due to the closer selection of the required capacity, the lower maximum takeoff
weights and the commonality between the aircraft.

In all of the performed test cases, the solutions showed yearly increases in
fuel burn and operating costs generally lower than the growth in passenger
demand and increases in revenue passengers miles for both networks under
consideration. These increases were still sufficiently high to have the fuel burn
exceed that of the existing aircraft within the 15 years of operation. For the
robust design case this occurred at year nine and seven for the North American
and European networks, respectively, while for the three and two family cases,
this occurred at year 13 and 14 for the North American network and year 10
for the European network. The closer coupling between the design of aircraft
and their operational use can significantly reduce the energy intensity and
the fuel required for operating these aircraft, but these reductions are not
sufficient to achieve carbon neutral growth at the current technology levels.

7.2 Recommendations for Future Developments

A number of potential areas for further development can be identified and if
implemented would contribute to improve the overall objective of the coupled
aircraft design and fleet allocation framework for sustainable aviation. One
improvement would be to extend the number of routes and markets analyzed
during the fleet allocation problems. For example, the investigation of air-
craft required to meet demands in the fast growing Asian markets, such as
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the Chinese and Indian domestic markets, would provide important insights
into the types of aircraft and aircraft families required to significantly reduce
future emissions of commercial aviation. Such an analysis would require de-
tailed data for flights performed in these markets. The current work used
representative hub-and-spoke route networks; a further area of development
would be to include a network system optimization. In this case the routes
would not be fixed but rather passenger demand for certain city pairs would
be used to design the actual route network together with the aircraft used to
operate it. Further reductions in fuel burn and emission may be realized by
this close coupling of design and operations.

Several other environmental concerns, besides the emission of carbon diox-
ide from burning carbon based fuel, are of growing concern to the public, es-
pecially around airports. These include the noise and NOx emissions during
takeoff and landing. Hence, a more detailed propulsion module and a noise
model should be implemented in the framework to assess the full environmen-
tal impact of each aircraft. Noise and NOx emissions limits could then either
be added as additional constraints with maximum allowable limits, or possible
objectives during the optimization. Another aspect to consider, with respect
to noise, is the possibility of extending operations at airports with night time
takeoff and landing restrictions.

It was shown that even with close coupling between the design of aircraft
and the operations on a network, the increases in passenger demand resulted in
increased fuel burn in the future. To further reduce the environmental impact
of commercial aviation, a move towards non-typical aircraft configurations,
such as joint–wing configurations, truss–braced wings and blended-wing body
concepts will most likely be required. But the feasibility of these concepts
in improving efficiency and reducing the climate impact of aviation strongly
depends on the type of routes they are operated on, for example the joint wing
concepts seems to be more advantageous for regional jet type aircraft, which
gain more from the reduced structural weight of a doubly supported wing
structure, while maintaining a low induced drag during climb, than larger
aircraft. Therefore, the presented design framework should be extended to
analyze and optimize non-conventional configurations.
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A Route Characteristics

The discrete time simulation requires monthly average passenger demand val-
ues to estimate the daily passenger demand for each route, while the fleet
allocation problem requires monthly minimum flight frequencies to evaluate
the constraints. The characteristics of the selected routes in both the North
American and European markets are detailed below.

A.1 North American Routes

The North American routes are based on routes flown by single-aisle aircraft
by Delta Airlines and ExpressJet Airlines operating from Atlanta (ATL) as
the hub. Table A.1 and Table A.2 list the distances and the mean number
of passengers for each month to be transported along each route. The min-
imum flight frequency for each route and month is given in Table A.3 and
Table A.4, respectively. The designations are represented by their respective
IATA airport code and the city name. The average number of passengers
for each route and each month was estimated based on the total number of
passengers transported and the number of departures performed as obtained
from the Research and Innovative Technology Administration (RITA) aviation
database [69] for the year 2012. The minimum frequency for each month and
route is two thirds of the currently performed daily departures, as estimated
from the monthly departures averaged over each day.
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A.2. European Routes

A.2 European Routes

The European network is based on 48 distinct non-stop routes serviced by
Lufthansa and CityLine from the hubs of Frankfurt (FRA) and Munich (MUC).
The average demand and monthly variations are estimated based on the type
of aircraft operated on each route and general data given by the the Fed-
eral Statistical Office of Germany and the annual report published by the
Lufthansa Group [70]. As for the North American routes the minimum flight
frequency was estimated as two thirds of the currently performed flights. Ta-
ble A.5 and Table A.6 list the distances and the mean number of passengers for
each month to be transported along each route, while Table A.7 and Table A.8
list the route minimum flight frequency for each month. The origin airport
and designations are represented by their respective IATA airport code.
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A.2. European Routes
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B Feasible Direction Inspired
Particle Swarm Optimizer

In this research, a recent type of probabilistic global search algorithm, a parti-
cle swarm optimizer (PSO) was used to perform the aircraft design optimiza-
tions. A number of advantages with respect to other algorithms make the PSO
an ideal candidate to be used in certain optimization tasks. The algorithm is
robust and well–suited to handle non–linear, non–convex design spaces with
discontinuities. It can handle continuous, discrete and integer variable types.
Compared to other global design optimization methods, PSO is more effi-
cient, requiring fewer numbers of function evaluations, while leading to better
or equal quality of results for different optimization tasks [90, 91, 92]. The
basic PSO algorithm including a modification for single objective constraint
optimization is described below. The asynchronous parallelisation of the al-
gorithm is also described.

B.1 The Particle Swarm Optimizer

The particle swarm process is based on the simplified social behaviour where
a population of individuals, for example a flock of birds or a swarm of insects
such as bees, adapts to its environment and was first described by Eberhart
and Kennedy [93]. This adaptation process is stochastic in nature and depends
on the local memory of each individual and the global memory of the popu-
lation. The algorithm is generally related to evolutionary computation, hence
it has ties to both genetic algorithms and evolutionary programming [94]. In
the implementation of the simplified social model, the population is referred
to as the swarm, which consists of individual particles. Each particle has a
position within the design space and a velocity. The position is the location
of the particle in the design space, as determined by the values of the design
variables. The velocity is the rate of change of the position of the particle.
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B.1. The Particle Swarm Optimizer

Over time the position and velocity of each particle gets repeatedly updated
to simulate the adaptation to the given environment. To update the current
position of each particle in the swarm, the algorithm makes use of the current
velocity vector of that particle and a time interval. The update of the velocity
vector, in turn, is based on the previous values, or “memory”, recorded by
the particle in its search path, conceptually resembling an autobiographical
memory, and the knowledge of the best position found by the swarm as a
whole [93, 94]. In the numerical implementation, the position x of a particle
i at iteration k + 1 is updated by:

xik+1 = xik + vik+1∆t (B.1)

where vik+1 is the corresponding updated velocity vector, and ∆t is the time
step value. Throughout the present work, a unit time step is used. Several
different formulations for updating the velocity vector of each particle exist,
depending on the specific PSO algorithm in question. The standard formula-
tion used in the literature was introduced by Shi and Eberhart [95]. In this
formulation, the velocity vector of each particle is calculated and shown in
Equation (B.2) by:

vik+1 = wvik + c1r1

(
pik − xik

)
∆t

+ c2r2

(
pgk − xik

)
∆t

(B.2)

where vik is the velocity vector at iteration k, r1 and r2 represent random
numbers between 0 and 1; pik represents the best particle position particle i
has achieved so far, and pgk corresponds to the global best position found in
the swarm up to iteration k so far. The remaining three terms are problem–
dependent parameters, with w representing the inertia weight and c1 and c2

representing “trust” parameters, which can affect the convergence behaviour
of the PSO algorithm [96]. The inertial weight scales the current velocity
of each particle, with large values resulting in a more global search pattern,
while small inertia values concentrate the velocity updates and each particle’s
movement to nearby regions of the design space. The inertial weight is usu-
ally reduced over time to allow the swarm to converge. Figure B.1 shows the
velocity and position update of a single particle graphically.

The updated position is affected by the social communication of the global
best position found so far and also by the individual memory of each particle
redirecting the particle from the current path. Thus, each particle is influenced
by the behaviour of the swarm and its adaptation to its environment, which
allows the return to promising regions of the space previously discovered and
searching for better positions over time.
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B.2. Constraint Handling

x ik

p g
k

p i
k

x ik+1

v ik

v ik+1

c 
2
r 
2
(p - x ) kk

g i

c 
1
r 
1
(p - x ) kk

i i

wv 
k

i

Figure B.1: PSO particle position and velocity update

Based on the particle and velocity updates as explained above, the steps
of the algorithm can be outlined as follows:

1. Create an initial set of particle positions xio and velocities vio randomly
distributed throughout the design space bounded by specified limits on
each design variable and maximum velocities.

2. Evaluate the objective function values f
(
xik
)

of each particle based on
its position xik in the design space.

3. Update the optimum particle position pik at current iteration (k), if
applicable, and global optimum particle position pgk.

4. Update the position of each particle using its previous position and up-
dated velocity vector as specified in Equations (B.1) and (B.2).

5. Repeat steps 2-4 until the specified convergence criteria is met.

B.2 Constraint Handling

The basic PSO algorithm is formulated as an unconstrained single objective
optimizer. Different methods have been proposed to handle constraint opti-
mization problems with the PSO algorithm [97, 98, 99, 100, 101, 102, 103].
One of the most common approaches is to transform the constraint optimiza-
tion problem into an unconstrained problem by adding a penalty function
to the objective function for violated constraints[98]. This approach requires
the careful tuning of the penalty function, since a too low penalty can result
in infeasible solutions while a too high penalty can overemphasize the sat-
isfaction of constraints to the optimality of the solution. The fixed penalty
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B.2. Constraint Handling

can be replaced by an adaptive penalty method [99], but constraint feasibil-
ity is still not directly enforced by these methods. Another approach is to
reformulate the problem into a sequence of unconstrained problems using a
dynamic augmented Lagrangian Multiplier [104]. This method enforces the
Karush–Kuhn–Tucker conditions of optimality, which ensures both feasibility
and optimality at convergence. The structure of the augmented Lagrangian
multiplier algorithms generally results in a higher number of function evalua-
tions and only allows for an acceleration through synchronous parallelization.
One general drawback of these methods is that the feasibility of constraints
is not addressed directly but by modifying the objective function. The fea-
sibility of the solution can only be “guaranteed” at absolute convergence of
the algorithms, while the feasibility of the solution during the optimization
process can vary significantly. The design of aircraft is driven by constraints
and the feasibility of the solution is paramount.

Hence, a different approach, inspired by the method of feasible direc-
tion [105], was recently implemented in the pyOpt framework (pyFDPSO). Fea-
sibility of constraints is handled directly through a change in the particle
velocity vector inspired by the method of feasible directions and the selection
of best solutions based on constraint dominance similar to multi-objective op-
timization. The algorithm addresses the feasibility of the solution first and
when achieved maintains it throughout the optimization process. In the cur-
rent algorithm, the velocity update of each particle includes an additional
term added to the inertia weight:

vik+1 =
(
w − fdgdgik

)
vik + c1r1

(
pik − xik

)
+ c2r2

(
pgk − xik

)
(B.3)

where dgik is a measure on whether the change of the particle’s previous po-
sition, xk−1, to the current position xk by velocity vk resulted in the particle
to enter the infeasible design space or approach the feasible design space, fdg
is a user defined weighting parameter. The value of dgik is calculated by:

dgik =

∑
le

∣∣∣hi,lek ∣∣∣− ∣∣∣hi,lek−1

∣∣∣∣∣∣hi,lek ∣∣∣+
∣∣∣hi,lek−1

∣∣∣ +
∑
li

gi,lek −max
(
gi,lek−1, 0

)
gi,lek +

∣∣∣gi,lek−1

∣∣∣
 1

nifc
(B.4)

where hi,lek is the value of the leth equality constraint violation of particle i for

iteration k and k − 1, respectively, and gi,lik is the value of the lith inequality
constraint. The sums are normalized by the number of infeasible constraints,
nifc. Additionally, each constraint is only added in the sums above if they
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B.2. Constraint Handling

are infeasible at the current position of the particle. Given the definition in
Equation (B.4) the additional term in the velocity update will either acceler-
ate a particle in the previous direction if the sum of all constraint violations
was reduced, decelerate or even reverse the direction of the particle if the the
sum of constraint violations increased from step k−1 to k. The change in the
velocity update alone is not sufficient to steer the swarm towards a feasible
optimum.

The update of the particle best and global best reference solution is im-
portant to ensure that the swarm does not converge to an infeasible optimum,
which, in case of minimization, may have a significantly lower objective func-
tion value. Therefore, the best solution found by each particle so far is updated
by the following rule: The update of the particle best and global best refer-
ence solution is important to ensure that the swarm does not converge to an
infeasible optimum, which, in the case of minimization, may have a signifi-
cantly lower objective function value. Therefore, the best solution found by
each particle so far is updated by the following rule:

1. If both solutions are infeasible, but the constraint violation of solution
xik is lower:

τ ik < τpbest,ik and τpbest,ik > 0→ pik = xik

2. If a new solution is almost feasible or both solutions are feasible:
τ ik ≤ tol fpkmax/k

If f ik < fpbest,ik → pik = xik

where f ik is the objective function value, kmax is the maximum number of
iterations, fp is a user–defined parameter governing the relaxation of the con-
straint bounds and τk is the sum of all constraint violations at iteration k,
calculated by:

τ ik =
∑
le

max
(∣∣∣hi,lek ∣∣∣ , tole)+

∑
li

max
(
gi,lik , toli

)
(B.5)

where tole and toli are the user–defined tolerances for equality and inequal-
ity constraints, respectively. In the first step, if the best solution found so far
is infeasible the current solution will replace the best solution if the sum of
constraint violations is lower. In the second step, if the best solution is fea-
sible and the current solution falls within a relaxed constraint boundary, the
current solution will replace the best solution if the objective function value is
lower. As the algorithm progresses, the relaxation on the constraint boundary
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becomes smaller, moving the selection of the best solution towards the feasible
design space. Relaxing the constraint bound in earlier iterations allows the
swarm to search the design space close to the constraint bounds. The update
of the global best solution follows the same procedure as for the particle best
solution with the exception that the constraint bounds are not relaxed. Re-
laxing the constraint bounds for the particle solutions but not the global best
solution allows individual particles to explore the design space close to active
constraints, while the global best solution remains fully feasible.

B.3 Algorithm Parallelization

One drawback of the PSO algorithm is the high computational cost as mea-
sured by elapsed time, but it is ideally suited for a coarse–grained parallel
implementation on a parallel or distributed computing network [106]. Each
particle is independent of any other particle at each iteration and can therefore
be analyzed independently in parallel. This allows for a task parallel imple-
mentation, where multiple code segments are run concurrently on different
processors. Different parallel implementations have been developed for the
PSO algorithm [104]. These implementations can be grouped into two main
categories, synchronous and asynchronous approaches. The synchronous ap-
proach follows the algorithm described above, with the exception that the
particle evaluations at each iteration are distributed over available processes.
The current implementation employs a master–slave algorithm allowing for a
dynamic distribution of the particles and can be seen in Figure B.2. In this
master–slave algorithm, the master assumes the task of communicating the
particle location to each free process. The slave process evaluates the parti-
cle and sends the objective and constraints values back to the master. The
master sends particles to each free process until all particles in the swarm are
evaluated for the given iteration. The master then proceeds to update the
particle and global best location for the given iteration and to update the
iteration based values, such as the inertial weight, and check for convergence.
The iteration counter is increased by one and the next round of particles is
send to the slave process if the solution is not yet converged.

The asynchronous implementations removes the distinct synchronization
point of the iteration when each particle in the swarm is evaluated. Instead,
the particle’s new search direction, new sets of design variables and the global
best location are updated continuously as the particles are evaluated following
a master–slave allocation, as can be seen in Figure B.3. Hence, the algorithm
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Figure B.2: Dynamic process management PSO parallelization

can proceed without waiting for the completion of all function evaluations for
a current iteration. This in turn can significantly reduce the problem of load
imbalance from which the synchronous implementations suffer and increase the
parallel efficiency and provide better speed-up for problems where the analysis
time depends on the design point being analyzed [107]. For example, during
the design optimization of an aircraft a set of design variables is possible where
the thrust of the engines is too low to let the aircraft takeoff or climb and such a
set of design variables would throw an exception during the objective function
evaluation. This usually occurs at the beginning of the sizing process and the
objective function returns its values significantly faster to the master process.
In a synchronous approach this slave node would be idle until all particles of
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Figure B.3: Asynchronous PSO parallelization

the swarm are evaluated, while in the asynchronous approach the position and
velocity of that particle is updated based on the current information available
and sent to the slave process for evaluation. Some of the parameters, such as
the inertial weight, may be updated based on the current number of iterations;
to maintain the updating process pseudo–iterations are used, which count the
number of function evaluations when the number reaches a multiple of the
swarm size advances the number of iterations by one and updates values such
as the interial weight.
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C Quality of Performance
Response Surface

The evaluation of the performance of each aircraft on each route of the two
networks for each day of operation results in 525600 route performance eval-
uations of different payloads and ranges for each aircraft. To determine the
required fuel and hence the takeoff weight for each route range and payload the
performance module uses a 2D Newton method, which in turn requires several
performance evaluations. This results in a higher computational burden when
these evaluations are performed during the objective function evaluations in
the coupled aircraft design case. To reduce the computational time two types
of response surfaces can be used, the generation of aircraft polars to reduce
the time required to perform the aerodynamic evaluations of each aircraft and
a bi–quadratic response surface for performance. The use of these response
surfaces can only be warranted if the resulting error in the performance anal-
ysis is small.

Following is an evaluation of the errors and computational time resulting
from using the aerodynamic polars and quadratic response surfaces for Aircraft
A1 and Aircraft C2 of the three family test case solution. The errors of
Aircraft A1 are representative for the other solution aircraft, while Aircraft
C2 shows the highest error values for all solution aircraft. The relative errors
were calculated with respect to using the full performance and aerodynamics
evaluation as described in Section 3.1.5 and Section 3.1.3, respectively.

C.1 Performance with Aerodynamic Polars

The performance evaluation uses numerical simulation during climb, cruise
and descent, which combined with the analytical equations used for the takeoff
and landing ground runs requires on the order of 100 calls to the aerodynamics
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module. The aerodynamics module provides the aerodynamic performance of
the aircraft with respect to drag for different flight conditions, Mach numbers
and altitudes, and trimmed lift coefficients. The computational time for a
single aerodynamics evaluation is low, since the module uses analytical and
semi-empirical expressions, but the high number of calls allows for significant
time savings by generating aerodynamic polars for different Mach numbers
and altitudes and interpolating between those polars. Figure C.1 shows the
relative errors introduced by using the aircraft polars instead of the full aero-
dynamics calculation in the performance evaluation over the payload range
envelope for the two aircraft. The points shown within the payload range
envelope are the performed departures for both networks. Table C.1 summa-

(a) Aircraft A1 (b) Aircraft C2

Figure C.1: Relative error in fuel burn over the payload range envelope when
using the aircraft polars in the performance evaluation

rizes the computational time required to setup the aircraft polars and for each
performance evaluation on a single core of the Beowulf cluster and the mean
relative error as well as the minimum and maximum relative errors in fuel
burn.

Using the aircraft polars during the performance evaluation introduces a
relatively constant error of 1.5% over the payload range envelope for Aircraft
A1. For Aircraft C2 the error is significantly higher in the region of zero cruise
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C.2. Bi-quadratic Performance Response Surface

Table C.1: Timings and error summary when using the aircraft
polars in the performance evaluation

Aircraft A1 Aircraft C2
Full Aircraft Full Aircraft

Aero. Polars Aero. Polars

Required Setup Time, [sec] NA 1.71017 NA 2.14173
Average Time

116.968
103.152

44.141
22.633

per Evaluation, [sec] (1.134)1 (1.950)1

Relative Errors (Fuel Burn), [%]
Mean Error 1.502 1.807
Minimum Error -0.249 0.677
Maximum Error 2.384 5.525

1 Speed–up factor of time w.r.t. full performance and aerodynamics calcu-
lation.

range, when the range of the mission is too short for the aircraft to reach the
initial cruise altitude before descending. In this region the error increases
with increasing payload up to maximum of 5.52% at the maximum capacity
of the aircraft. In the remaining region of the payload range envelope the
relative error in fuel burn is comparable to Aircraft A1. In both cases the
relative error is generally positive, hence the fuel required for the mission is
over-predicted. The setup time for the aircraft polars is negligible, at around 2
seconds for each of the aircraft. The performance evaluation time for Aircraft
A1 is approximately 2.5 times higher than for Aircraft C2, which can be
explained by higher number of iterations during the Newton search. The
speed–up provided by the aircraft polars is also very minor for Aircraft A1 at
only 11% less time required for each payload range point. For Aircraft C2 the
speed–up is more noticeable with a factor of almost two.

C.2 Bi-quadratic Performance Response Surface

Generating the bi-quadratic performance response surface requires only the
evaluation of nine points on the payload range diagram. These points are
then used to fit a two dimensional quadratic surfaces for fuel burn and flight
time based on the main mission flight range and payload. When cruise range
is used instead of flight range as the independent variable in generation of
the response surface the 2D Newton methods reduces to a 1D method with
respect to takeoff weight only. The cruise range points can then be directly
related to the flight range. Figure C.2 shows the relative errors introduced by
using the bi-quadratic response surface, when generated using the performance
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C.2. Bi-quadratic Performance Response Surface

evaluation based on the full aerodynamics calculations, on the payload range
envelopes for the same two aircraft discussed above. Table C.2 summarizes
relative errors and the computational time required to set up the response
surfaces and the average time required for each evaluation of a payload and
main mission flight range point on a single core of the Beowulf cluster.

(a) Aircraft A1 (b) Aircraft C2

Figure C.2: Relative error in fuel burn over the payload range envelope when
using the bi–quadratic performance response surface

Table C.2: Timings and error summary when using the bi–quadratic per-
formance response surface

Aircraft A1 Aircraft C2
Full Response Full Response

Aero. Surface Aero. Surface

Required Setup Time, [sec] NA 305.216 NA 328.265
Average Time

116.968
1.375×10−4

44.141
1.406×10−4

per Evaluation, [sec] (85.07×104)1 (31.37×104)1

Relative Errors (Fuel Burn), [%]
Mean Error 0.981 0.405
Minimum Error -1.293 -3.267
Maximum Error 4.377 3.777

1 Speed–up factor of time w.r.t. full performance and aerodynamics calculation.

In both cases the region of the highest errors is just after the interface with
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C.3. Aircraft Polars and Bi-quadratic Performance Response Surface

the region of zero cruise range at high and low payload values. In this case
the response surface over-predicts the fuel burn close to the maximum payload
and under-predicts close to zero payload. The overall relative errors are low
with a mean value less than 1%. The maximum error for Aircraft A1 is higher
than for the previous case, while it is lower for Aircraft C2. It can be noted,
that most of the regions with highest absolute errors falls outside of routes
that are being analyzed for the two networks, due to the 90% maximum and
30% minimum load factor constraints in the fleet allocation problem. As for
using the aircraft polars, the response surface generally over-predicts the fuel
required at most of the points in the payload range envelope, which results in
a conservative estimation.

The setup time for each of the response surfaces is significant, especially
when considering that for each set of design variables a response surface must
be generated for each of the six aircraft during an objective function call in
the coupled optimization cases. In the quoted setup time the sizing point
of each aircraft was already calculated and was not included in the values
above. The time required to evaluate a route for a given payload was only
a fraction of a second in both cases, since the response surface is a simple
quadratic expression compared to the iterative solution of the full performance
calculation. This results in speed ups on the order of 105.

C.3 Aircraft Polars and Bi-quadratic Performance
Response Surface

To further increase the computational speed for each objective function evalu-
ation, the two methods can be combined. In this case, the aerodynamic polars
are generated and then used during the performance evaluation of the nine
points required for the response surfaces to reduce the setup time required
for each aircraft. Figure C.3 shows the relative errors over the payload range
envelopes when this combined approach is used and Table C.2 summarizes
relative errors and timings. The setup times includes the time required to
generate the aircraft polars and the time required to set up the response sur-
faces.

The combined approach increases the overall errors, since the error from
using the aircraft polars affects the points calculated for the response surface
generation. The mean errors are lower than the combined errors of the two
previous approaches, with both being below 3%. The maximum and minimum
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C.3. Aircraft Polars and Bi-quadratic Performance Response Surface

(a) Aircraft A1 (b) Aircraft C2

Figure C.3: Relative error in fuel burn over the payload range envelope when
using the aircraft polars and the response surface

Table C.3: Timings and error summary when using the aircraft polars and
the response surface

Aircraft A1 Aircraft C2
Full Polars and Full Polars and

Aero. Response Aero. Response
Surface Surface

Required Setup Time, [sec] NA 30.310(10.07)1 NA 21.137(15.53)1

Average Time
116.968

1.162×10−41

44.141
1.210×10−4

per Evaluation, [sec] (100.64×104)1 (36.48×104)1

Relative Errors (Fuel Burn), [%]
Mean Error 2.506 2.836
Minimum Error -0.770 -5.380
Maximum Error 5.894 6.619

1 Speed–up factor of time w.r.t. full performance and aerodynamics calculation.

errors are also increased. The regions of highest errors are at high payloads
and at the boundaries of the payload range envelope. The majority of the
routes analyzed still fall within regions of lower average errors, and even con-
sidering the maximum values, the errors are within acceptable limits during
the conceptual design optimization of these aircraft. As noted before, for the
majority of points the fuel required is over-predicted resulting in conservative
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values during the optimization.

The increase in the errors comes at significantly lower setup times for each
aircraft, on the order of 10 to 15 times faster, compared to the full performance
setup, while the functional calls are on an equivalent order of magnitude as for
the full performance response surface. For this work the combined approach is
used during the coupled design optimization of the aircraft families and fleet
allocation, due to the significantly reduced time for the setup of the polars
and response surfaces and the acceptable levels of errors in the analysis.

C.4 Error Propagation

The main concern in propagating errors introduced by the performance re-
sponse surfaces is in the evaluation of the direct operating cost of each aircraft
on each route. The direct operating cost are one of the main deciding factor
in allocating a specific aircraft type to operate the given routes in the net-
works, as described in Section 4.2. The direct operating cost depend on the
fuel and the flight time required to perform each specific mission. Both these
values can be computed using one of the performance evaluation approaches
described above and each value can introduce an error in the direct operating
cost calculations. The relative errors in direct operating cost calculated using
fuel required and flight time values obtained from each of the response sur-
face models over the payload range envelope of Aircraft A1 and Aircraft C2
can be found in Table C.4. The relative errors are with respect to the direct
operating cost calculated using the fuel and flight time values obtained from
running the full performance and aerodynamics models. The mean, minimum

Table C.4: Errors in direct operating cost when using the performance re-
sponse surfaces for Aircraft A1 and Aircraft C2

Aircraft A1 Aircraft C2
Aircraft Response Polars and Aircraft Response Polars and
Polars Surface Response Polars Surface Response

Relative Error, [%] Surface Surface

Mean 0.485 0.779 1.261 0.643 0.315 1.471
Minimum -0.444 -0.675 -0.667 0.217 -2.351 -4.417
Maximum 1.102 3.085 3.746 3.174 2.007 3.547

and maximum relative errors are lower than for the fuel burn alone for all the
cases. The combination of errors in fuel burn and flight time does not result
in increased errors in direct operating cost over the payload range envelopes.
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C.4. Error Propagation

The values of the errors follow the same trends and distributions as for the
performance values, with the exception of the mean error for Aircraft A1 from
using the aerodynamic polars, which has the lowest mean error in operating
cost of all the different approaches. The highest errors occur when combining
the aerodynamic polars and the bi–quadratic performance response surfaces,
as was expected from the values obtained for the fuel burn, with average errors
of 1.3 to 1.5% for the two aircraft.
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