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Abstract 

A hydrological and water quality model is sought to establish an approach to land management decisions 

for a Canadian Army training base. Training areas are subjected to high levels of persistent activity 

creating unique land cover and land-use disturbances. Deforestation, complex road networks, off-road 

manoeuvres, and vehicle stream-crossings are among major anthropogenic activities observed to affect 

these landscapes. Expanding, preserving and improving the quality of these areas to host training 

activities for future generations is critical to maintain operational effectiveness. Inclusive to this objective 

is minimizing resultant environmental degradation, principally in the form of hydrologic fluctuations, 

excess erosion, and sedimentation of aquatic environments. In some situations these impacts (particularly 

sedimentation) could be considered a violation of environmental legislation, such as the Fisheries Act. 

Application of the Soil Water Assessment Tool (SWAT) was assessed for its ability to simulate 

hydrologic and water quality conditions observed in military landscapes at 5
th
 Canadian Division Support 

Base (5 CDSB) Gagetown, New Brunswick. Despite some limitations, this model adequately simulated 

three partial years of daily watershed outflow (NSE = 0.47-0.79, R
2
 = 0.50-0.88) and adequately predicted 

suspended sediment yields during the observation period (%d = -47 to 44%) for one highly disturbed sub-

watershed in Gagetown. Further development of this model may help guide decisions to develop or 

decommission training areas, guide land management practices and prioritize select landscape mitigation 

efforts.  
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Résumé 

On cherche à mettre au point un modèle hydrologique et de la qualité de l’eau afin d’établir une démarche 

de prise de décisions en matière de gestion des terres d’une base d’instruction de l’Armée canadienne. Les 

secteurs d’entraînement des bases sont le théâtre d’activités intensives et soutenues, qui sont à l’origine de 

perturbations particulières sur le plan de la couverture et de l’utilisation des terres. La déforestation, la 

création de réseaux routiers complexes, les manœuvres hors route et la traversée de cours d’eau par des 

véhicules figurent parmi les principales activités anthropiques observées ayant des incidences sur les 

écopaysages de ces secteurs. L’expansion, la préservation et l’amélioration de la qualité de ces secteurs 

pour que les générations futures puissent aussi y mener leurs activités d’entraînement sont essentielles au 

maintien de l’efficacité opérationnelle. Il s’agit également de réduire au minimum la détérioration de 

l’environnement découlant de ces activités, principalement les fluctuations hydrologiques, l’érosion 

excessive et la sédimentation des milieux aquatiques. Dans certaines situations, de telles répercussions (en 

particulier la sédimentation) pourraient être considérées comme une violation de lois environnementales 

comme la Loi sur les pêches. On a procédé à une étude sur la capacité de l’outil d’évaluation du sol et de 

l’eau SWAT à simuler les conditions hydrologiques et de qualité de l’eau observées dans les écopaysages 

militaires à la Base de soutien de la 5
e
 Division du Canada Gagetown, au Nouveau-Brunswick. Malgré 

quelques limites, le modèle a efficacement simulé le débit quotidien à l’exutoire d’un bassin 

hydrographique sur trois années partielles (ENS = 0,47-0,79; R
2 
= 0,50-0,88). L’outil a également bien 

prédit l’apport de sédiments en suspension pour la période d’observation (% d = -47-44 %) pour un sous-

bassin hydrographique de Gagetown ayant subi des perturbations importantes. Le perfectionnement de ce 

modèle pourrait aider à aiguiller les décisions quant au développement ou à la mise hors service des 

secteurs d’entraînement, à orienter les pratiques en matière de gestion des terres, et à cibler les efforts de 

réduction des dommages causés aux écopaysages. 
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1 Introduction 

1.1 Background 

5 CDSB Gagetown is located in Southern New Brunswick and is one of the largest military training 

facilities in Canada, covering an area of over 1,100 km
2
 (Figure 1). The Range and Training Area (RTA) 

in Gagetown host Army operations for approximately 98,000 personnel training-days each year, including 

800 heavily armored track vehicle and 14,000 wheeled vehicle training-days. Included in the RTA are 

21,000 ha of manoeuvre fields, 30,000 ha of ranges and impact areas, 829 km of roads, 362 km of off-

road trails, more than 500 fords and 1,174 in-stream culverts and bridges. Primary land cover categories 

can be described as forested (66%), grasslands and early succession (18%), aquatic environments (10%) 

and barren areas (6%). Generally, grasslands are highly disturbed from off-road vehicle manoeuvres and 

include dense track networks.  Barren areas include roads, recently devegetated areas being converted to 

grasslands and areas that are persistently barren due to repetitive vehicle traffic. Extensive vegetation 

management (e.g. cutting, spraying or burning) and army training activities are among a variety of 

activities observed to significantly impact these landscapes. 

 

The base was established in the 1950’s, which involved the expropriation of private lands including 

several communities, agricultural areas and forest harvest blocks. Additional land was deforested to create 

the manoeuvre fields, ranges and munition impact areas at this time. In the 1990’s another 7,000 ha of 

forests were cleared in an attempt to create more manoeuvre areas; however, many of these areas were not 

used for years because of erosion and vegetation issues.  

 

Aquatic environments within the Gagetown RTA include 3,272 km of watercourses, 156 lakes and ponds, 

and 6,487 ha of wetlands. Poor water quality, suspended solids in particular, has been recorded 

throughout the area (Hood, 2013), along with potential stress to some benthic communities (Estrada et al., 

2012). Increased surface runoff, decreased baseflow, elevated erosion rates, increased sediment yields and 
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increased stresses to aquatic environments have been identified as watershed management issues at 5 

CDSB
 
Gagetown. Atlantic salmon and brook trout are primary fish species of management interest 

(Smith, 2014). At this time, the base is undertaking a multi-year, multi-million dollar project to address 

some of these issues under the Sediment and Erosion Control Plan. 

1.2 Problem Definition 

Land managers at Gagetown have limited quantitative understanding of watershed processes and how 

they are affected by the diverse and unique conditions observed on Army training grounds. The scale of 

this area and the ability to affect significant change across the landscape instil significant cause to 

objectively manage detrimental impacts to the hydrological and sediment cycle. At this time, there are 

limited considerations behind the allocation of resources used to manage these lands due to the lack of 

understanding and availability of practical management tools for these unique landscapes.  An approach, 

tool and/or method that could be used to objectively design landscape alterations, guide training or 

management operations and prioritize mitigation efforts would be extremely valuable to help achieve 

operational and environmental goals while optimizing available resources.  
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Figure 1. Atlantic Canada, Gagetown and the Kerr Brook watershed. 
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1.3 Objectives 

Effective watershed management is an extremely challenging task, particularly for areas that are poorly 

understood, such as military training grounds. Hydrological and water quality modelling tools are 

becoming an increasingly popular means to address complex watershed management issues. However, 

standing alone, these models may be of limited value unless applied within a defined management 

strategy and holistic context. For these reason there were three primary objectives of this study: 

1) The first objective was to perform a review of watershed modelling tools and management 

approaches, with a focus on military training grounds. This was designed as a resource for 

professionals involved with the management of similar lands within Canada. It will provide 

insight into different fields within watershed management, different modelling approaches and 

alternative avenues for further research. This also included collecting and compiling data to 

develop a database relevant to this field of research; 

2) The second objective was to assess a watershed modelling tool for its ability to predict hydrologic 

and water quality conditions associated with generic military landscapes. This was accompanied 

by a critical sensitivity analysis, calibration exercise and result validation. This was aimed to 

provide a foundation for additional watershed modelling and management studies, assessment of 

model limitations and result uncertainties; and 

3) The third and final objective of this study was to provide recommendations for continued 

academic research and military land managers, based on knowledge and findings from the first 

two objectives. This objective addresses areas requiring refinement for further modelling efforts. 

Recommendations for alternative study avenues are discussed within different fields to address 

watershed processes that are suspected to be significant and excluded from the scope of this 

study. 
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1.4 Methodology 

This research approach involved a literature review concurrent to a critical assessment of available data 

within the study area. A field study was conducted to provide a sense of watershed conditions and collect 

necessary supplemental information including soil, stream flow and water quality data. This was followed 

by the selection of a suitable numerical tool used to simulate hydrological, erosion and water quality 

conditions. The model was primarily developed from readily available information and passed through a 

critical sensitivity, calibration and validation procedure. This included uncertainty assessment and 

evaluation of model limitations. This work provides a foundation for subsequent investigation that will 

focus on expansion of the simulation period and area, reduction of input parameter uncertainties, 

improvements to modelling processes and evaluation of mitigation measures. Recommendations 

regarding related fields of study and management strategies were also discussed. 

1.5 Scope 

This study focused on a detailed data assessment and model development for the Kerr Brook watershed 

within the RTA of 5 CDSB Gagetown. This watershed was selected because it is centrally located in the 

base and within the mounted manoeuvre area. The watershed is highly disturbed, regularly used for 

military training and well documented with meteorological, GIS, hydrometric and water quality data. This 

enabled a more refined model development, calibration and validation exercise that improved the 

confidence and accuracy of model parameters and performance. The model was aimed to operate on a 

continuous time-step, and integrated all major elements of the hydrological cycle in order to predict total 

water balance. It was semi-distributed in order to utilize geospatial information to characterize different 

land-use and land cover (LULC) conditions, how they affect the hydrological cycle and erosion processes.  

 

The complexities of watershed processes limit all models, in one way or another, in their ability to 

simulate reality. Considering this, and data limitations, several elements were excluded from the scope of 

this study. Highly distributed sedimentation processes, vegetation parameters, winter hydrology, channel 
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processes and water quality variables (with the exception of suspended sediments and temperature) have 

limited supporting data and generally demand complex or highly distributed models. These elements were 

considered throughout this study but to a limited degree and in a qualitative manner only. Available time 

series data, primarily climate and hydrometric data, governed the simulation time period to enable a 

proper calibration and validation exercise. To some extent, the available time series information 

constrained the analysis and limited incorporation of significant changes to the landscape.  However, this 

research provides a starting point that can be improved and refined as additional monitoring information 

becomes available.  
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2 Literature Review 

This section provides a compilation, though not comprehensive review, of key aspects related to 

hydrology, river hydraulic, erosion and sedimentation processes. These topics are the technical 

foundations behind the hydrological and water quality models considered in this research. Advanced 

topics in some of these fields are mentioned to attribute their value in future modelling and management 

approaches. The general concept of integrated watershed management is also discussed to provide a 

context of how numerical models can be integrated into management frameworks. Key literature 

involving watershed management and modelling for military lands is reviewed to provide a basis for the 

current state of this topic within other countries, primarily the United States of America (US). Key models 

applicable to this topic are reviewed and the Soil Water Assessment Tool (SWAT) model is discussed in 

detail, including case study applications, recent developments and modifications. Water quality guidelines 

and evaluation methods are discussed to provide potential targets for management strategies. Ecology, 

fluvial geomorphology, climate change and soil mechanics, to name a few topics, can be very important 

within integrated watershed management strategies and significantly affect the water and sediment cycle; 

however, these topics lie outside the scope of this literature review. 

2.1 Hydrology 

Hydrology is the science in understanding the movement of water through the earth's environment. This 

movement includes many complex processes, such as precipitation, runoff generation, evapotranspiration, 

soil water movement, groundwater flow and channel flow. Representing these processes by a simplified 

system of interactive empirical, conceptual and/or physically-based mathematical equations is the 

discipline of computerized hydrological modelling (Abbott and Refsgaard, 1996). There are many 

different methods that aim to conceptualise the hydrological cycle and one method does not stand above 

the rest. An example of how the SWAT model conceptualises the water cycle is included in Figure 2 

(Neitsch et al., 2011). 

 



8 
 

 

Figure 2. SWAT hydrological conceptual framework. 

Hydrological processes can be represented at various spatial and temporal scales. Computational 

processes can be executed across a watershed by a highly distributed cell mesh, combined into semi-

distributed landscape units of relative homogeneity or lumped into large contributing regions, such as the 

watershed tributaries (Singh, 1995; Abbott and Refsgaard 1996). Water generation and transformation 

methods can also vary in principle, from empirical frameworks inconsiderate of physical processes, to 

complex partial-differential equations based on governing physical principles (Abbott and Refsgaard 

1996; Todini, 2007). Regardless, all hydrological elements are governed by the conservation of mass, 

where water entering an element of the hydrological cycle is equal to the change in water stored and water 

leaving that element. Temporal scales may also vary from minutes to months to model different 
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processes, such as flood wave propagation or seasonal water yields. Ultimately, hydrological model 

applications and data availability will shape these model characteristics. 

 

Precipitation is the primary driver behind all hydrological processes. Precipitation is generally assigned to 

watersheds based on their proximity to recording meteorological gauge stations. This assignment can take 

the form of an arithmetic mean approach, a Thiessen polygon method or an isohyetal approximation, 

which may account for orographic effects and storm morphology (Bedient and Huber, 1992). Significant 

uncertainty can be expected in precipitation data due to measurement error and spatial variability, where 

relative uncertainties of 10% are common (Neitsch et al., 2011). Radar and satellite data are also being 

increasingly applied to generate precipitation data for hydrological models. These technologies provide 

the ability to improve spatial and temporal rainfall resolution across a large scale and predict precipitation 

across poorly gauged areas. However, these technologies require substantial resources, significant quality 

control and are still susceptible to many sources of error, calling for continued research and development 

(Kitzmiller et al., 2013).  

 

Surface runoff simulations have evolved from the Rational Method, conceived in the 1850’s, to the highly 

distributed and physically-based models of today (Todini, 2007). During a rainfall of given intensity, 

surface runoff is usually generated at a rate in excess to the soil’s infiltration capacity, after initial 

abstractions have been filled. Infiltration rates and abstractions can account for soil characteristics, 

moisture conditions, topography and land cover conditions, such as in the Soil Conservation Service 

(SCS) Curve Number (CN) method, given in Equation [ 1 ] (Neitsch et al., 2011). This equation estimates 

a daily runoff depth (Qsurf, mm) from the daily rainfall depth (Rday, mm), the initial abstractions (Ia, mm) 

and a retention parameter (S, mm). Abstractions and retention are approximated with a CN that is selected 

based on the hydrological soil group and land cover conditions, which can be adjusted by a slope factor, 

moisture conditions and/or antecedent climate conditions.  
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(       )

 

         
 [ 1 ] 

Hortonian overland flow conditions are assumed in many runoff models, where runoff is uniformly 

generated by excess precipitation and once generated, remains as surface runoff. Another widely 

supported concept is that surface runoff is dominated by saturated areas, or Variable Source Area (VSA) 

hydrology (Frankenberger et al., 1999; Todini, 2007; Easton et al., 2008). This runoff is generated in 

select portions of the landscape and dependent upon soil moisture, leading to variable contributing areas. 

Rain falling on unsaturated soils generally infiltrate into the ground and only contributes to runoff when 

the upper soil layer is saturated. This phenomenon is recognized to have significant influence in humid 

regions, rural areas, well vegetated landscapes and shallow soils (Easton et al., 2008). These VSAs are 

generally integrated into numerical models with a topographical wetness index, which is generally only 

accurate when applied to small hill-slope catchments with a fine mesh (Todini, 2007). This integration 

also involves complex soil moisture and groundwater interactions between distributed landscapes within a 

watershed.  

 

Evapotranspiration (ET) is a significant component of the hydrological cycle where water is removed 

from the watershed and enters the atmosphere. ET can account for the removal of an average of 440 mm 

yr
-1

 in Atlantic Canada and rates are observed to be increasing with time (Fernandes et al., 2007). This 

represents almost 45% of the annual average precipitation, as opposed to 70% in much of the US (Bedient 

and Huber, 1992). Potential ET (PET) is the amount of water removed from a uniformly vegetated area 

with an unlimited supply of water. In reality, water may not be available because surfaces are dry or PET 

may be limited by plant or soil cover. Actual ET is the amount of water removed after availability and 

limiting factors have been accounted for. A common and complex method used to calculate PET is the 

Penman-Monteith equation. This method can be expressed as described in Equation [ 2 ], where λ is the 

latent heat flux density (MJ m
-2

 d
-1

), E is the depth rate of evaporation (mm d
-1

), ∆ is the slope of the 

saturation vapour pressure-temperature curve (kPa 
o
C

-1
), Hnet is the net radiation (MJ m

-2 
d

-1
), G is the heat 
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flux density to the ground (MJ m
-2 

d
-1

), ρair is the density of the air (kg m
-3

), cp is the specific heat at 

constant pressure (MJ kg
-1

 
o
C

-1
),   

  is the saturation vapour pressure of air at height z (kPa), ez is the 

water vapour pressure of air at height z (kPa), γ is the psychrometric constant (kPa 
o
C

-1
), rc is the plant 

canopy resistance (s m
-1

) and ra is the diffusion resistance of the air layer (s m
-1

) (Neitsch et al., 2011). 

    
  (      )           (  

    )   ⁄

   (      ⁄ )
 [ 2 ] 

These terms integrate data including wind speed, humidity, temperature, solar radiation and plant 

parameters, such as leaf area index (LAI) and vegetation stomatal conductance. Actual ET can then be 

estimated by making adjustments for conditions, such as LAI, soil cover, plant water use, snow cover, soil 

moisture and moisture-depth availability, as done in SWAT (Neitsch et al., 2011). 

 

If water does not contribute to runoff, re-enter the atmosphere or become stored within the subsoil it will 

percolate to lower soil layers. Soils above their field capacity may also contribute to lateral, shallow 

groundwater flow.  After water percolates through the soil profile it enters a groundwater aquifer. 

Groundwater flow is most commonly modelled with a reservoir recession approach, such as that used in 

SWAT, described in Equation [ 3 ]. This equation simulates the daily groundwater outflow from a 

Hydrological Response Unit (HRU) to the stream channel (Qgw,i, mm) based on the groundwater outflow 

from the previous day (Qgw,i-1, mm), water entering the aquifer on the current day (Wrchrg,sh, mm) and a 

characteristics groundwater recession constant (αgw, day
-1

) (Neitsch et al., 2011). 

                  (       )            (     (       )) [ 3 ] 

Other groundwater simulation methods include reservoir approaches that can include multiple linear or 

non-linear reservoirs. These can be used to conceptualise and simulate contributions from different 

aquifers, such as unconfined shallow soil aquifers, deep hard rock aquifers or artesian aquifers. Seasonal 

constants or highly distributed partial-differential equations based on governing groundwater principles 

may also be used for groundwater flow simulations.  
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Groundwater flow is generally identified by inspecting hydrographic data with a variety of methods. This 

may include simple graphical separation, application of digital filters or complex field studies using 

artificial or natural tracers. Most of these methods are rather subjective and somewhat arbitrary, except 

natural tracer tests. Identifying groundwater flow and surface flow contributions is critical in many 

hydrological applications, particularly Non-Point Source (NPS) contaminant modelling, because surface 

runoff drives the generation and transportation of many NPS contaminants.  

 

Natural isotope tracer studies are one of the most objective means to separate components of the storm 

hydrograph (Klaus and McDonnell, 2013). These studies focus on identifying pre-event and event water 

contributions to the stream hydrograph, or old and new water. Isotopes commonly used to fingerprint 

these different components are Oxygen-18 (
18

O) and Deuterium (
2
H). Old water is generally attributed to 

groundwater flow and new water attributed to surface runoff. Isotope concentrations of event water (Ce, 

mg L
-1

), pre-event water (Cp, mg L
-1

) and stream flow (Ct, mg L
-1

) are identified along with the stream 

flow rates (Qt, m
3
 s

-1
). A mass balance approach is then used to estimate flow contributions from pre-

event water (Qp, m
3
 s

-1
) and event water (Qe, m

3
 s

-1
), as described in Equations [ 4 ] and [ 5 ] (Klaus and 

McDonnell, 2013). 

          [ 4 ] 

                [ 5 ] 

These tracer tests have challenged the conceptualization of runoff generation because pre-event water has 

been observed to dominate the storm hydrograph in many natural, humid systems (Klaus and McDonnell, 

2013). The capabilities of these studies can be extensive, utilizing multiple tracers to identify multiple 

flow components, such as soil water and surface storage. However, fundamental assumptions for this 

technique need to be realistic and some of these assumptions have proven to be problematic, such as 

positively identifying different water source components (Klaus and McDonnell, 2013). This technique is 
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also resource intensive and largely lies within the realm of academic research, not conventional watershed 

management. 

 

Vegetation conditions affect watershed hydrology and large scale vegetation alterations can have 

significant and detrimental impacts on the natural water cycle. Deforestation is generally recognised to 

increase surface runoff volume, runoff intensity, runoff frequency and increase total water yields (Stanley 

and Arp, 2002; Lavigne et al., 2004). This hydrological influence comes from many different elements. 

Interception storage of a typical forest canopy can range from 0.5 to 2 mm (Pike et al., 2010). The forest 

floor is also capable of storing additional water compared to deforested areas (Pike et al., 2010). Moisture 

is also more readily transpired from the canopy and leaf biomass than the soil profile, even though short 

term evaporation rates may be faster for surficial soils of deforested plots (Pike et al., 2010). Vegetation 

also impacts winter hydrology, particularly during the spring melt. The snowpack distribution and melt 

rate are also influenced by surface cover; deforested areas tend to have increased melt rates and larger 

snow packs (Stanley and Arp, 2002). Considering vegetation effects on hydrological processes can be 

very important in many situations. 

 

When runoff concentrates into channels, methods used to describe its movement shift to hydraulically 

based principles. This water may still evaporate, percolate into the groundwater aquifer or move within 

the hyporheic zone; however, in humid regions the majority of this water remains in the channel. Channel 

hydraulics and river systems are complex elements of the hydrological cycle and discussed in detail in 

Section 2.2. 

2.2 Channel Hydraulics and River Systems 

Flow routing methods can range from lumped hydrologic transformation models, to complex and 

distributed hydraulic models. Hydrological models generally transform water volumes through river 
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reaches using basic continuity approaches at relatively coarse time-steps. Hydraulic models employ 

governing hydraulic principles, such as the Saint Venant equations (Merritt et al., 2003).  

 

Manning's equations is one of the most fundamental empirical approaches in uniform flow hydraulics, 

where flow velocity is a function of the longitudinal slope, hydraulic radius and channel roughness. 

Combined with the variable storage routing method, daily flow volumes can be computed based on 

Equations [ 6 ] and [ 7 ], where channel outflow at the end of the time-step (qout,2, m
3
 s

-1
) is a function of 

the time-step duration (∆t, s), reach travel time (TT, s), average inflow rate (qin,ave, m
3
 s

-1
), outflow at the 

start of the time step (qout,1, m
3
 s

-1
), and volume stored in the reach at the start of the time-step 

(Vstored,1, m
3
). This is one approach used in SWAT (Neitsch et al., 2011). 

        (
    

       
)          (  

    

       
)         [ 6 ] 

 
   

         
      

 [ 7 ] 

In conjunction with the variable storage routing method, peak flow rates can be approximated with a 

modified rational formula and a peak rate adjustment factor to affect erosion and sediment transport 

processes (Neitsch et al., 2011). 

 

When concerned about detailed hydrographic information, more physically-based approaches need to be 

considered. This may be required for hydraulic structure design, detailed sediment transport assessments, 

and flood wave simulations, where varied and unsteady flow conditions may be present. This typically 

requires numerical solutions to the Saint Venant equations or its various approximations. In their full 

form, the Saint Venant equations form the basis of complete dynamic models, which consist of a 

continuity equation and conservation of momentum equation (French, 2001). A simplified form of the 

Saint Venant equation commonly applied to river systems in hydrological modelling is the kinematic 

wave model, governed by the equation: 
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   [ 8 ] 

In Equation [ 8 ], Q is flow (m
3
 s

-1
), ϵ is a coefficient dependant on the friction resistance equation used 

and V is velocity (m s
-1

). This equation makes the assumption that local acceleration, pressure forces and 

convective acceleration are negligible and that gravity forces and friction forces are equal. Most hydraulic 

approaches typically assume velocity is uniformly distributed across the channel’s vertical profile for 

simplification (Henderson, 1966). One-dimensional and two-dimensional models are typically depth-

averaged (Bureau of Reclamation, 2006). In reality this velocity profile follows a parabolic shape and can 

be influenced by many factors, such as turbulence conditions, bed form and channel features. Lateral 

velocity profiles also follow characteristic shapes and vary depending on channel features. Velocity and 

shear stress influence one another and velocity or shear stress approaches are common methods used in 

sediment transport and channel erosion simulations, particularly when considering incipient motion 

criteria (Bureau of Reclamation, 2006). 

 

In hydrological applications, river reaches are often simulated as 1-D elements and typically distributed 

based on stream order. When focusing on detailed river processes, refined spatial and temporal resolution 

are often required but 1-D models are still the most popular for long river reaches (Bureau of 

Reclamation, 2006). However, 1-D models can be limited when lateral and vertical flow is significant, 

such as in complex flooding scenarios and around channel features like the inside and outside of a 

meander. Two-Dimensional models overcome many of these limitations when detailed reach simulations 

are required. Three-Dimensional models are the most realistic; however they are complex, resource 

intensive and most susceptible to numerical instability (Bureau of Reclamation, 2006).  All of these 

models typically follow a finite-difference method but finite-element or finite-volume frameworks may 

also be used (Bureau of Reclamation, 2006).  
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River systems are intimately linked and influenced by their upland drainage areas. Stable channel forms, 

typical in hydraulic engineering contexts, lack some of the dynamic considerations present in river 

systems. Naturally stable channels are in a state of dynamic equilibrium, which is a product of the 

complex interplay of regional geology, climate, topographic gradient, the river’s history and drainage 

basin hydrology. This equilibrium is also primarily controlled by flow regimes and sediment loads 

(Rosgen, 1996; Lord et al., 2009). Altering these two factors is the primary stressor to fluvial processes 

and geomorphology affecting channel stability. When flow regimes are altered, sediment deposition or 

scour can be expected. When sediment loads are altered, channel aggradation and degradation can change 

flow characteristics. These impacts can propagate significant distances upstream and/or downstream 

beyond an initial disturbance location (Lord et al., 2009). Classifying river systems based on physical 

characteristics can help land mangers understand the complex behaviour of these systems and determine 

if they are in a state of instability or dynamic equilibrium. If channels are not stable, this identification can 

help determine what stage of the evolutionary morphological sequence a reach is currently in. All these 

considerations are important to prescribe and conduct effective mitigation and restoration efforts. An 

example channel classification system included in Figure 3 (Church, 1992) and other classification 

systems are available (Rosgen, 1996). 

 

Rivers are often described as dynamic and open ecosystems that form highly productive “spirals” for 

nutrient cycling (National Research Council, 1992). Incised and rapidly eroding channels may be initiated 

by anthropogenic disturbances to a reach’s natural dynamic equilibrium. This can impair these productive 

qualities by lengthening the nutrient “spiral” from increased sediment transport rates, isolate the reach 

from its riparian environment and many other detrimental impacts. Degraded water quality and aquatic 

habitat are common in disturbed reaches, such as increased turbidity and Total Suspended Solids (TSS) 

and smothering of gravel spawning habitat for salmonid species (Canadian Council of Ministers of the 

Environment, 2002).  
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The dynamic and complex nature of river systems requires integrated, multi-disciplinary systems 

approaches. Reach specific approaches are often insufficient (Lord et al., 2009). The discipline of river 

engineering alone requires skills in sediment transport analysis, hydrology, hydraulics and fluvial 

geomorphology (Remus and Jonas, 2010). However, river engineering, within an aquatic restoration 

context, is often the last course of action because it is expensive, complex and risky. Effective land 

management practices, enabling natural restoration, are primarily recommended (National Research 

Council, 1992). 

 

Figure 3. Channel classification system (Church, 1992). 



18 
 

2.3 Erosion and Sedimentation Processes 

Erosion is a significant cause of land degradation and eroded sediments are a leading cause of waterway 

impairment around the world (Vanoni, 2006; Tamene and Vlek, 2008; United States Environmental 

Protection Agency, 2013). While many erosion and sedimentation processes are completely natural, 

anthropogenic changes in the environment can accelerate these processes to dangerous levels. Sediments 

are currently listed as the fifth leading cause of waterway impairment in the US (USEPA, 2013) and are 

estimated to cause damages of $16 billion annually in North America (Osterkamp et al., 1998). Within 

Eastern Canada and the northeast US, stream erosion and suspended sediments are among the leading 

concerns of stormwater runoff (GEMTEC, 2008). Sediments are also one of the most difficult water 

quality constituents to accurately predict in current watershed and stream models (USEPA, 2006). The 

study of erosion, sediment transport and deposition is a complex topic subject to much uncertainty 

(Bureau of Reclamation, 2006). While the physical principles behind surface and channel sedimentation 

processes are similar, the technical approaches between these two categories, and within these two 

categories, vary widely.  

 

The Universal Soil Loss Equation (USLE) was among the first numerical tools created to predict surface 

erosion from water runoff processes. It was developed by the United States Department of Agriculture 

(USDA) as a soil conservation tool to assist agricultural land managers in reducing soil erosion rates from 

agricultural operations (Wischmeier and Smith, 1965). It is an empirical tool developed from decades of 

soil erosion experiments and plot studies. Since the inception of the USLE it has been modified into 

several different forms and utilized, in-part or as a whole, to predict erosion rates around the world 

(Merritt et al., 2003). The Revised USLE (RUSLE), and the RUSLE adapted for Canada, is an updated 

version that includes various sub-factors and adjustments for seasonal conditions (Wall et al., 2002). 

Another USLE derivative utilized in SWAT, the Modified USLE (MUSLE), is expressed below: 

          (                   )
    

               [ 9 ] 
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Equation [ 9 ], where sed is the sediment yield on a given day (metric tonnes day
-1

), Qsurf is the surface 

runoff volume (mm ha
-1

), qpeak is the peak runoff rate (m
3
 s

-1
), areahru is the area of the Hydrological 

Response Unit (HRU, ha), K is a soil erodibility factor (0.013 tonnes m
2
 hr m

-3
 tonnes

-1
 cm

-1
), C is a cover 

factor (dimensionless), P is a support practice factor (dimensionless), LS is a topographic factor 

(dimensionless) and CFRG is a soil coarse fragment factor (dimensionless) (Neitsch et al., 2011). 

 

In reality, physical erosion processes are much more complex than described in the USLE. Process-based 

operating equations may be used to independently simulate the four main types of erosion process: sheet, 

rill, gully and channel erosion. This may also include the three separate stages for each process: 

detachment, transport and deposition (Merritt et al., 2003). Many methods vary from model to model. 

They also become increasingly complex, requiring extensive input data, as physically-based simulations 

attempt to better represent reality. Even these complex model can be limited by basic issues, such as 

complex terrain leading to complex overland flow patterns. Flow concentration patterns affect the energy 

content of water leading to complex erosion and deposition patterns, and overland flow patterns can be 

difficult to predict even with distributed models (Steichen et al., 2008). The continuity equation governs 

many of these physical approaches, and is given as:  

 
 (  )

  
 
 (  )

  
       [ 10 ] 

In Equation [ 10 ], A is the cross sectional area of a planar slope (m
2
), C is the sediment concentration in 

the flow (kg m
-3

), Q is the flow (m
3
 s

-1
), ei is the net rate of inter-rill erosion (kg m

-2
 s

-1
), and er is the net 

rate of erosion by rills (kg m
-2

 s
-1

) (Morgan, 2011).  This equation can be expanded to account for 

different sediment size classes, which will have different erosion, transport and deposition patterns. An 

example of a process-based erosion equation, as used in Water Erosion Prediction Project (WEPP) model, 

can be expressed by: 

        
 (         )         ⁄  [ 11 ] 
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      (    )[      
   ⁄ ] [ 12 ] 

In Equation [ 11 ], Ki is the inter-rill erodibility (s m
-1

), I is the intensity of the rainfall (m s
-1

), F is a 

fraction of soil protected by the plant canopy, PH is the height of the plant canopy (m), G is the fraction 

of soil cover by ground residue, Rs is the spacing of the rills (m) and W is the width of the rills computed 

as a function of the flow discharge (m). In Equation [ 12 ], Kr is the erodibility of the soil (s m
-1

), τ is the 

shear stress acting on the soil (Pa), τc is the critical flow shear stress for soil detachment (Pa), C is the 

sediment load in the flow (kg m
-3

) and kt is a sediment transport coefficient (Nearing et al., 1989; Morgan, 

2011). These equations, and similar approaches, incorporate a sediment transport capacity concept, which 

accounts for sediment fluxes and deposition patterns. Data requirements and parameterization is extensive 

when utilizing such approaches, while resultant uncertainty is generally substantial. 

 

In-stream erosion, sediment transport and deposition methods can be physically similar to those of 

overland flow but generally utilize altered approaches. There are many unique and complex approaches 

used to describe the movement of sediments within river systems. Sediment transport functions can be 

defined as regime, regression, probabilistic or deterministic approaches (Bureau of Reclamation, 2006). In 

SWAT, sediment transport in the channel is a function of deposition and degradation. Deposition occurs 

when the maximum sediment concentration is exceeded and is described, in part, by the simplified 

Bangold equation given below: 

                         
      [ 13 ] 

In Equation [ 13 ], concsed,ch,mx is the maximum concentration of the sediment that can be transported by 

the water (kg L
-1

), csp is a user defined coefficient, vch,pk is the peak channel velocity (m s
-1

) which is 

approximated with a peak rate adjustment factor, and spexp which is a user defined exponent (Neitsch et 

al., 2011). 

 

Channel erosion methods typically take a form similar to that used in SWAT, given as: 
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      (     )    
   [ 14 ] 

In Equation [ 14 ], ε is the erosion rate (m s
-1

), kd is an erodibility coefficient (cm
3
 N

-1
 s

-1
), τe is the 

effective shear stress (N m
-2

) and τc is the critical shear stress (N m
-2

) (Neitsch et al., 2011). This equation 

may be used to describe bed and/or bank erosion rates. Critical shear stress can be approximated with 

field jet tests, empirical relations, flume studies, Shields’ diagram and more (Clark and Wynn, 2007). The 

effective shear stress can also be defined by a number of methods. SWAT utilizes the expression below: 

   
       

 (  
      
   

) (
 

   
    ) [ 15 ] 

In Equation [ 15 ], γw is the specific weight of water (N m
-3

), d is the depth of water (m), So is the channel 

slope, SFbank is the portion of shear stress acting on the bank, W is the top width of the channel (m) and P 

is the wetted perimeter of the bed (m). Other approaches can be used to predict channel erosion, 

suspended sediment load and bed load transportation rates. Within SWAT alone there are four stream 

power models that can be used to predict bed load transport capacity (Neitsch et al., 2011). 

 

In a stream or river, material is generally classified to be a part of the dissolved load, suspended load or 

bed load. Classification of these different transport loads depend on particle grain size and channel flow 

energy (Lord et al., 2009). Suspended loads are generally controlled by the production and delivery rates 

of upland drainage areas, while the bed load is more related to a channel’s flow energy (Lord et al., 2009). 

Suspended loads tend to be the focus of watershed scale sediment studies, with little mention of dissolved 

load or bed load. However, the bed load, which is typically composed of coarse sediments, significantly 

affects channel morphology. Channel morphology is primarily driven by flow rates achieving bankfull 

discharge, which usually occurs every year or two (Lord et al., 2009). Annual erosion yields also tend to 

be dominated by large, infrequent flow events (Wigmosta et al., 2007). Unstable channels have elevated 

sediment yields and it may take centuries for stream channels to evolve though different morphological 

stages into a stable channel. During this time the majority of sediment yields may be attributable to 
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channel erosion (Ontario Ministry of the Environment, 2003; Staley et al., 2006; Clark and Wynn, 2007). 

Even stable channels can contribute significant portions of watershed sediment yields. Accounting for 

sediment sources, be that upland surface erosion or channel erosion, remains to be a significant challenge 

in many modelling applications. This may also be a source of significant conceptual error in many 

watershed models and sediment related studies that fail to recognize different erosion and sedimentation 

processes. 

 

Watershed modelling studies considering channel erosion processes are not always well documented and 

even those that are, demonstrate substantial uncertainty. One watershed study simulated channel erosion 

with the CONCEPTS, GWLF and SWAT model, and resulted in annual sediment yield from stream 

erosion of 4, 8 and 1500 tonnes yr
-1

, respectively. This compared to an annual erosion rate of 41 tonnes 

yr
-1

 estimated from bank erosion pins (Staley et al., 2006). This demonstrated the significant amount of 

uncertainty that channel erosion models can exhibit. Even when channel erosion processes are simulated 

it is difficult to differentiate between various sources during model calibration. 

 

One developing technology concerning erosion and sedimentation processes is that of sediment 

fingerprinting. This technology recognizes that the design and implementation of effective management 

strategies for sediment control require accurate information about the relative sediment contributions from 

different sources (Mukundan et al., 2012). Composite fingerprinting approaches seek to identify source 

types, such as field, channel and road sediments, by identifying multiple physical and chemical properties 

among source types. Some of these properties include radionuclides, elemental metals, spectral 

reflectance, isotopes and magnetism. Statistical tests are used to discriminate source types with 

significantly unique properties. Suspended sediments collected at the catchment outlet are then 

proportioned into different source types by a mixing model that is fitted iteratively by minimizing an 

objective function (Minella et al., 2008). Some limitations and challenges of this approach are that 

sediment tracer properties are assumed to be conservative in fluvial systems. In reality this may not be 
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true, which can be attributable to many complex processes, such as the enrichment in fine and/or organic 

matter from selective erosion or deposition (Mukundan et al., 2012). Sediment fingerprinting in large 

basins (>500 km
2
) may also be difficult due to heterogeneity in source material (Collins et al., 1998). 

 

Erosion and sedimentation processes span many fields of study and an exhaustive review is outside the 

scope of this research. Key erosion and sedimentation principles have been discussed, including those 

utilized in SWAT. Other key principles that are considered to be worth additional consideration were also 

mentioned. Ice scour, cohesive sediments and road erosion are among a few topics not addressed in this 

research; however, they may be significant within the context of erosion and sedimentation processed for 

select watersheds in military lands (Milburn and Prowse, 1996; Bureau of Reclamation, 2006; Elliot et al., 

2009; Donigian et al., 2010). 

2.4 Model Review 

A review of select models was conducted for those applied to military lands or with unique features that 

may be valuable for military land management applications. Additional literature reviews concerning 

model capabilities and applications are provided by Deinlein and Böhm (2000), Merritt et al. (2003) and 

Beckers et al. (2009), to name a few. The SWAT model was ultimately selected for this study for reasons 

described in Section 4.1. A detailed description of the SWAT model is included in Section 2.8. 

2.4.1 USPED 

The Unit Stream Power Erosion Deposition (USPED) model, or 3-D RUSLE, utilizes the USLE but 

converts the LS factor into a continuous topographic factor based on upslope contributing area and slope 

steepness (Warren et al., 2005). The model is executed in a GIS interface and better accounts for flow 

convergence across complex terrain by utilizing a grid cell mesh. Sediment deposition is also considered, 

unlike in many of the USLE derivatives. The sediment transport capacity is derived in 2-D space based 

off a transportability coefficient, water depth, upslope area, slope and profile curvature (Warren, 1998; 

Warren et al., 2005). An issue with this approach is that erosion parameters used in this method were 
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developed for simple plane fields under detachment limited conditions (Mitasova and Mitas, 2001). This 

type of model is more of a geospatial model and not a hydrological model.  

2.4.2 LISEM 

The Limburg Soil Erosion Model (LISEM) is a physically-based agricultural erosion model that is used to 

simulate single rainfall events in small catchments (De Roo et al., 1996). Splash and flow erosion are 

simulated along with sediment transport and deposition processes from stream power principles. A four-

point finite difference solution of the kinematic wave equation is used to route overland flow through a 

distributed cell network (De Roo et al., 1996). It is unique among other models because it specifically 

simulates wheel tracks and roads smaller than pixel size, as displayed in Figure 4 (De Roo et al., 1996). 

Both tracks and ruts act as features that reduce local infiltration and concentrate overland flow (Steichen, 

2008). Sub-cell elements generate different runoff rates depending on infiltration characteristics; then the 

average water volume is calculated over the entire cell for routing. Erosion processes are also lumped 

over the entire cell. This model has seen little application in North America; it was developed and is 

mostly utilized in Europe. 

 

Figure 4. LISEM sub-cell distribution for runoff generation. 

2.4.3 WEPP 

The Water Erosion Prediction Project (WEPP), developed by the USDA, is a processed-based erosion 

model that was developed to create enhanced predictive capabilities over classical empirical models, such 
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as the USLE. WEPP has a cross-section hillslope module, a small watershed module and a linear road 

module, all used for the primary purpose to evaluate sediment yields over extended periods of time. 

Climate data is driven by a stochastic weather generator. Overland flow elements are assigned to lumped 

hillslope elements of variable profiles. Alternatively, hillslope elements can be divided into cascading 

planes or a distributed cell mesh. Overland flow routing is calculated with a kinematic wave 

approximation or a regression equation derived for a range of slope steepness, lengths, surface roughness 

coefficients, soil textural classes and rainfall distributions. Steady state conditions at the peak runoff rate 

are assumed for erosion calculations. Inter-rill, rill and ephemeral channel erosion is modelled 

considering detachment-limited and transport-limited conditions on a daily time-step. WEPP is heavily 

focused on the inter-storm variations in determinant system properties such as soil erodibility, soil 

moisture, soil surface conditions, plant canopy and ground cover (Nearing and Hairsine, 2011). This 

model is recommended for relatively small watersheds and has limited capabilities in modelling perennial 

streams (Ascough et al., 1997). 

 

In WEPP: Road, sediment yields are calculated assuming several standard configurations of road 

segments, including the cut-slope, fill-slope, ditches, ruts and traffic surfaces. Input parameters for this 

road module include soil texture, road geometry, buffer geometry, traffic intensity and road surface 

conditions (Elliot et al., 2009). Mitigation efforts can be modelled by shortening slope length, 

constructing water bars, reducing traffic loads or hardening road surfaces. This tool is readily available 

online, where users can quickly evaluate sediment yields for select road configurations. 

2.4.4 HSPF 

The Hydrological Simulations Program - Fortran (HSPF) is a comprehensive hydrological and water 

quality model (Bicknell et al., 1996). It operates on a time-step of one minute to one day and can be used 

for continuous, multi-year simulations. It is generally lumped or semi-distributed based on the definition 

of relatively homogeneous Hydrological Response Units (HRUs). As with many lumped or semi-
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distributed models, flow is generally routed from the response unit directly to the channel. Inter-HRU 

interactions are generally not simulated but may be for some applications. A basic example of an HRU 

definition approach is displayed in Figure 5 (Koua et al., 2013). Soil detachment, transport and deposition 

can all be simulated. The 1-D river model also includes physical processes, such as sediment transport, 

deposition and scouring. Explicit representation of vegetation is limited (Beckers et al., 2009). HSPF has 

been combined with other models to create hybrid modelling frameworks for complex hydrological, 

hydraulic and sedimentation processes (Donigian et al., 2010). Due to its complexity, this model requires 

a significant amount of time and resources for development, data management and calibration (Merritt et 

al., 2003). The model's structure is also considered to be not as user-friendly compared to other models 

(Beckers et al., 2009). 

 

Figure 5. Example HRU definition. 

2.4.5 DHSVM 

The Distributed Hydrology Soil Vegetation Model (DHSVM) was developed to represent the effects of 

topography and vegetation on water fluxes through the landscape (Wigmosta et al., 1994). This 

distributed model is typically applied at a 10-100 m resolution on an hourly time-step for multi-year 

simulations. Two vegetation layers are included in this model, which are integrated into physically based 

ET methods and snow related processes (Beckers et al., 2009). Groundwater movement is simulated with 

a quasi-3-D routing scheme. Return flow and saturated overland flow occur when the water table 
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intersects the ground surface. Road hydrology can be described with detailed information on network 

geometry and interconnectivity. The spatial and conceptual framework in this model is outlined in Figure 

6 (Wigmosta et al., 1994). This distributed cell mesh is common among most distributed models. While 

DHSVM is a hydrological model, it has been modified to include sediment models including hillslope 

erosion, road erosion and sediment channel-routing (Doten et al., 2006). This has also included 

integration of the Hillslope Erosion Model (HEM), which utilizes the kinematic-wave and sediment 

continuity equation to route sediments across a planar hillslope or series of cascading hillslope segments 

(Wigmosta et al., 2007). The model is highly complex, requires substantial input data and only limited 

efforts have been made to incorporate it with a user-friendly interface. It is also primarily utilized in the 

Pacific Northwest, and on highly instrumented watersheds (Beckers et al., 2009). 

 

Figure 6. Spatial and conceptual framework of DHSVM. 

2.4.6 EROSION 3-D 

EROSION 3-D is a physically-based model that simulates soil detachment, sediment transport and surface 

runoff separately. It is designed to predict event-based runoff and erosion yields by considering common 
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parameters, such as soil erodibility, vegetation cover and topographical conditions. Initial soil moisture 

conditions are required for input data, which can significantly affect runoff simulations (Deinlein and 

Böhm, 2000). Temporal and spatial resolutions used in this model are relatively high, with a 1-15 minutes 

time-step and 5-20 m cell grid format being most common. Input data requirements are moderate and the 

model is integrated with a GIS interface (Deinlein and Böhm, 2000). Runoff is calculated with a modified 

Green and Ampt infiltration method, which is routed though cells until a concentration threshold is 

reached (Schmidt, 1991). Surface relief changes, winter erosion and runoff inhibition structures can be 

simulated. This model has seen little application in North America; it was developed and is mostly 

utilized in Europe.  

2.5 Watershed Management and Modelling in Military Lands  

There are various tools, approaches and models that have been reported in the literature related to 

research and management within military lands. This section will highlight these methods to provide a 

context of potential directions for watershed research and management strategies within Canada. The US 

has contributed considerable resources within this field and therefore dominates most of the related 

literature. These approaches include methods, such as water quality regression analysis, geospatial 

erosion modelling, distributed hydrological modelling and traffic disturbance modelling. 

 

Water quality regression models have been developed for TSS, total nitrogen, organic carbon and organic 

nitrogen at Fort Stewart, Georgia (Jager et al., 2011). This research monitored headwater drainage 

affected by military training with baseflow grab samples and rising-stage samples for rain events on 6 

days between August 2008 and June 2009. Watershed attributes, selected a priori, were used to predict 

water quality variables including percent wetland, forest and bare ground/road density. Elapsed time since 

last managed burn, use of off-road vehicles, use of heavy training equipment, antecedent rainfall, rainfall 

events and growing seasons were also considered. TSS was positively associated with off-road vehicle 
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use, bare ground and road density. Correlation between log-transformed water quality variables ranged 

from 0.56-0.69 (Jager et al., 2011).  

 

Surface erosion assessments have also been developed for military lands using derivatives of the USLE 

with a distributed geospatial analysis (Warren et al., 1989; Warren, 2005; Wigmosta et al., 2007; Dalton, 

2008). A distributed GIS application of the USLE, with a 50 m cell resolution, has been developed for 

Fort Hood, Texas (Warren et al., 1989). Cover factors were estimated with LANDSAT multispectral 

scanner imagery, unsupervised land cover classification and vegetation cover transects. Cover factors 

ranged from 0.02 to 0.17; however, these were suspected to be conservative because they do not account 

for physical disturbances caused by training manoeuvres. Geospatial erodibility indexes can be classified 

from this type of approach, where low erosion potential can correspond to a low index number, as 

displayed in Figure 7 (Warren et al., 1989).  

 

Figure 7. Erodibility index map from Fort Hood, Texas. 
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The RUSLE has been utilized in Fort Riley, Kansas (Steichen et al., 2008). A Total Training Days 

intensity factor was integrated into this model based on training area usage provided by the Range Control 

office. Soil moisture mapping was also included in this study because it is an important element of the 

hydrological cycle and affects off-road vehicle traffic. Moisture mapping utilized Land Surface 

Temperature and Normalized Difference Vegetation Index GIS imagery, in conjunction with field 

measurements. Gully erosion, field buffers, stream crossing evaluation and stream sediment 

characterization were also research tasks in this approach. A GIS driven nLS model (surface roughness, 

slope and slope length) was used to predict gully head formation, an important erosion feature. Hardened 

stream crossings were also identified as conduits for increased contaminant transport to stream waters 

(Steichen et al., 2008). 

 

The RUSLE has also been used in Camp Atterbury, Indiana across selected erosion plots to prioritize 

rehabilitation efforts (Dalton, 2008). Unique in this approach is that vegetation cover factors were 

estimated based on a regression analysis, including vehicle manoeuvre impact miles per hectare. This 

analysis was developed from site specific field observations. The approach was also integrated with 

economic and environmental considerations, as part of a decision framework strategy. 

 

The USPED has been applied to Fort Hood, Texas and validated using the radioactive isotope 
137

Cs 

within the soil profile (Warren, 2005). The distribution of 
137

Cs in the soil profile on reference sites was 

compared to disturbed sites to estimate erosion and deposition patterns across a manoeuvre prairie 

watershed. Modelled estimates, compared to field observations produced a RMSE of 7.96 ± 0.62%. A 

lumped vegetation cover factor was determined from a regression analysis with LANDSAT 5 Thematic 

Mapper images and vegetation cover transects for use in the USPED model. The lumped cover factor 

approach, variable soil properties, soil redistribution from military activity (not erosion and deposition) 

and variable 
137

Cs fallout distribution may have accounted for errors within this approach. Two other 

forms of the USLE were also used in this study and all erosion models were subsequently applied to 
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Camp Guernsey, Wyoming and Fort McCoy, Wisconsin (Warren, 2005). These approaches do not 

quantify hydrological conditions, net sediment delivery to stream channels, channel processes or water 

quality conditions. The USPED model has also been applied to Fort Benning, Georgia, which further 

considered SCS CNs in a weighted estimate as part of a flow accumulation factor (Liu et al., 2007). 

 

Complex, more process-based models have also been applied to military training ground and integrated 

into management frameworks. This has included application of SWAT at Camp Atterbury, Indiana within 

a training load optimization framework (Dalton, 2008). EROSION 3-D has been used in Germany to 

predict event-based design storm erosion, deposition and sediment yields along with long-term erosion 

estimates within a military training area (Deinlein and Böhm, 2000).  

 

WEPP is another physically-based modelling tool that has been used to assess erosion and deposition at 

Camp Atterbury (Gaffer et al., 2008). The geospatial interface watershed module, GeoWEPP, was used 

and general erosion rates were highly correlated with qualitative field observations. Roads and trails were 

included in this analysis but recommended for additional evaluation (Gaffer et al., 2008). WEPP: Road, a 

version designed to evaluate erosion across road segment, has also been integrated into multi-spatial scale 

hybrid modelling projects for military installations to quantify road erosion contributions at the watershed 

scale (Donigian et al., 2010). 

 

An HSPF model has been developed for Fort Benning within a watershed modelling framework to assess 

impact of military management alternatives (Donigian et al., 2010). This work focused on utilizing 

complex hybrid modelling to integrate more robust simulations at multiple spatial scales. Enhancements 

were also conducted to improve channel flow and sediment transport simulations with the Environmental 

Fluid Dynamics Code and SEDZLJ, along with the ecosystem effects model AQUATOX. More detailed 

representation of the forest canopy was recognized as an important aspect for further enhancement of 

these modelling efforts (Donigian et al., 2010). 
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Hybrid modelling has also been conducted with DHSVM and HEM at the Yakima Training Center, 

Washington State (Wigmosta et al., 2007). This has also been integrated into a decision support 

framework and an adaptive management framework. This model was successfully validated with 

sediment yields measured from sedimentation ponds (Wigmosta et al., 2007). 

 

Military vehicle traffic, and the effect it has on the landscape, has also received considerable attention 

because these effects can directly influence watershed hydrology, erosion and water quality conditions. 

Vegetation loss and rut depth from vehicle manoeuvres have been estimated with the Vehicle Dynamic 

Monitoring and Tracking System, which considers detailed vehicle properties, movement tracking 

dynamics and soil properties (Koch et al., 2012). A field trafficability model has also been developed for 

Gagetown, utilizing the Forest Hydrology Model, soil information and basic vehicle properties (Vega-

Nieva et al., 2008). Soil moisture has a significant impact on soil trafficability and surficial disturbances 

that are caused from vehicle traffic. VSA hydrology is an important approach to consider when concerned 

about soil moisture conditions. These conditions affecting traffic impacts will also affect surface runoff, 

erosion, sediment transport and deposition patterns.  Integrating these traffic impact technologies with 

holistic watershed models has received little attention. 

2.6 Watershed Management and Modelling Strategies 

Any modelling approach requires that it be integrated into a decision framework or management strategy 

to optimize its use and application. This is apparent with the Gagetown trafficability model, which is not 

integrated into an enforced management strategy, and receives little use and consideration in standard 

operations. A strategic approach is also necessary to develop reliable modelling tools so that land 

managers are confident in guiding decisions off information these models provide.  
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An accurate understanding of significant processes is critical. For example, stream channels have been 

observed to contribute the majority of sediment yields in some watersheds (Clark and Wynn, 2007). If an 

erosion model only focuses on surficial processes the whole system may be severely misrepresented.  To 

overcome this potential issue the US utilizes an approach, outlined in Figure 8, for sediment Total Daily 

Maximum Load (TDML) assessments (Mukundan et al., 2012). If the aim is to restore aquatic habitat, 

focusing on erosion structures to improve water quality may not have a significant effect. Restoration of 

flow regimes may be more significant and is often neglected in many restoration efforts (National 

Research Council, 1992). Fluvial restoration approaches aim to first restore natural sediment and water 

regimes, followed by channel geometry and finally riparian plant communities. Land management 

practices are also the first course of action in restoration efforts and should only be supplemented by hard 

structural improvements if management practices do not enable natural restoration to occur (National 

Research Council, 1992).  

 

Figure 8. Sediment TDML framework. 
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Military training areas are recognized to require multiple spatial scales for watershed modelling 

assessments, and distributed approaches have also been recommended for many applications (Donigian et 

al. 2010). However, hybrid, multi-scale, complex, and process-based models may not be practical to 

consider in management scenarios. Simple models with few data requirements are often more effective 

for some management strategies (Grayson et al., 1992). Dealing with model uncertainty in decision 

making frameworks is also problematic (Todini, 2007). Differentiating between parameter uncertainty 

and predictive uncertainty is sometimes neglected. Assessing uncertainty is also a complex process; there 

are many different uncertainty approaches, and decision makers may lack effective methods to fully 

consider these uncertainties. 

 

There are common misapplications and misconceptions about erosion models (Govers, 2011). This may 

include inappropriate time scales, such as daily reporting of USLE results. The USLE is a model designed 

for annual estimates, where 20 year measurement periods were often necessary to establish mean erosion 

rates. Models are sometimes assumed to describe processes which they do not consider. Gully erosion, 

tillage erosion and wind erosion can all affect soil redistribution and these processes are not always 

considered in some models. These processes need to be considered when interpreting validation results. 

Appropriate spatial scales are also important to consider and that proper consideration is given when 

scaling model parameters. There are also several misconceptions about erosion models. Better models, or 

more complex, distributed and physically-based models, are not necessarily more accurate. Accurately 

predicting catchment sediment yields does not always mean that the model is well calibrated and 

validated. Also, process based models are not always applicable in assessing alterations, even with a 

priori calibration (Govers, 2011). Model capabilities, assumptions and limitations need to be well 

understood if they are effectively integrated into management strategies. 

 

Clear objectives and targets also need to be selected for watershed management strategies. This can 

include water quality guidelines, discussed in Section 2.7, or a Low Impact Development (LID) target to 
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maintain the pre-development hydrological cycle (Toronto and Region Conservation Authority, 2010). 

Without clear objectives there are few means to assess the effectiveness of management and mitigation 

efforts, and little guidance to select appropriate modelling frameworks. Collaborative efforts, involving 

all stakeholders, need to be conducted to effectively design a management strategy. Multi-disciplinary 

approaches are also required and watershed modelling is not a standalone discipline capable of achieving 

success in this field alone. 

2.7 Water Quality Guidelines and Indicators 

There are few regulatory standards readily enforceable to NPS contamination in observed waterways at 5 

CDSB Gagetown, with the focus on sediment related variables. There are, however, a variety of 

guidelines and recommended water quality standards, with the Canadian Council of Ministers of the 

Environment (CCME) – Canadian Environmental Quality Guidelines (CEQG) being the most widely 

accepted across Canada. In addition to these threshold guideline targets, there are a variety of methods 

that can be used to develop general water quality indicators, such as the Water Quality Index (WQI) and 

Severity of Ill Effects (SEV) method. 

 

CCME CEQG for the protection of aquatic life includes sediment, turbidity and pH parameters. Turbidity 

targets are set at an 8 NTU increase for a 24 hour period and 2 NTU increase for longer periods from 

clear flow background conditions.  The maximum TSS increase from clear flow background conditions is 

25 mg L
-1

 for a 24 hour period and 5 mg L
-1

 for longer periods (CCME, 2002). pH ranges are also 

recommended to stay within 6.5 and 9 (CCME, 1996). These guidelines generally require background 

conditions for relative comparison, which can be difficult to establish, particularly for high flow 

conditions (CCME, 2002). 

 

CCME guidelines may not be suitable for agricultural watersheds and so the National Agri-

Environmental Standards Initiative (NAESI) has developed additional turbidity and TSS guidelines for 
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these situations. These non-regulatory standards include Ideal Performance Standards (IPS) for Atlantic 

Canada for TSS and turbidity of 6.1 mg L
-1

 and 2.8 NTU, respectively. The recommended duration and 

frequency of these thresholds have not been determined, but seasonal or annual averaging periods are 

generally appropriate (Culp et al., 2009).  

 

Other water quality recommendations for aquatic life include a 24 
°
C temperature threshold for brook 

trout (Raleigh, 1982). Sediment loads exceeding 400 mg L
-1

 have been classified as unacceptable risk, 

high risk range from 200-400 mg L
-1

, moderate risk from 100-200 mg L
-1

, low risk from 25-100 mg L
-1

  

and very low risk are those below 25 mg L
-1

  (Birtwell, 1999). 

 

To achieve the best sense of water quality conditions and effectively communicate these conditions, 

several methods have been developed to integrate important factors, such as exceedance frequency, 

exceedance magnitude and cumulative variable effects. The SEV method considers event duration and 

magnitude of TSS or turbidity to predict biological effects on fish (Newcombe, 1997). However, it has 

been observed in some agricultural regions of New Brunswick that the SEV was poorly correlated to fish 

densities and conditions. Temperature alone tended to be a better predictor (Smedley, 2009). The WQI 

method considers multiple water quality parameters, along with their exceedance frequency and 

exceedance magnitude. It is more indicative of general water quality conditions, as opposed to event-

based conditions (CCME, 2001). WQI results have been positively correlated to benthic communities, a 

correlation which may be improved by trimming the mirrored 5
th
 percentile of poor water quality 

parameters, effectively filtering out low frequency events that have limited influence on aquatic 

environments (Kilgour et al., 2013). 

 

Within Gagetown, the WQI is likely to be an effective tool to assess general water quality conditions. 

Landscape conditions are most comparable to those of agricultural watersheds and so NAESI-IPS 

guidelines are suspected to be the most informative, where applicable. A water temperature threshold of 
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24
o
C, and an acceptable pH range of 6.5-9, will also be informative indicators. Other indicators such as 

Fe and Mn concentrations may also be important to consider. Fe has been documented as a strong 

predictor of benthic communities; however, this is likely due to geological conditions (Estrada et al., 

2012). Limited nutrient applications across military landscapes, and the absence of stagnant surface water 

bodies within this area, may reduce the importance of nutrient water quality variables. 

2.8 SWAT Description 

SWAT was selected for application to the Kerr Brook watershed in this study. The rational for its 

selection is discussed in Section 4.1. SWAT is a culmination of decades of modelling efforts, 

incorporating aspects of various preceding models including GLEAMS, CREAMS, EPIC, QUAL2E and 

ROTO. Since its creation in the 1990s it has gone through a variety of improvements and spawned several 

independent adaptations (Gassman et al., 2007). While the majority of its development took place under 

the USDA Agricultural Research Service (ARS) and Texas A&M University, other US federal agencies 

have also made contributions. A detailed description of the SWAT model is given in its Theoretical 

Documentation Manual (Neitsch et al., 2011). 

 

SWAT is being used throughout the US to support Total Daily Maximum Load analyses, research the 

effectiveness of conservation practices and perform macro-scale watershed assessments (Gassman et al., 

2007). Applications of this model have also been expanding throughout the world including Europe, 

India, China, Africa, the Middle-East (Gassman et al., 2007) and Canada (Yang, W. et al., 2008; Wong et 

al., 2009; Yang, 2011; Gautam, 2012; Yang, 2012; Amon-Armah et al., 2013). This model is accepted 

around the world as a robust interdisciplinary watershed model, with hundreds of successful applications 

and related publications. 

 

This model is semi-distributed and operates on a continuous daily time-step. It is generally applied at the 

basin-scale and structures landscapes into spatially distributed sub-basins. Within these sub-basins, 
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lumped HRUs are defined by unique combinations of overlapping slope categories, LULC conditions and 

soil groups. Rainfall, temperature, relative humidity, wind speed and solar radiation may be used to drive 

model processes. These climate variables can be observed values or generated by the WXGEN weather 

generator model (Sharpley and Williams, 1990), and are assigned at the sub-basin level. 

 

Surface runoff is computed with the SCS CN method or Green and Ampt Infiltration method from daily 

or hourly rainfall data. Rainfall intensity is estimated from the time of concentration and maximum 

monthly half-hour rainfall intensity. Rainfall may be stored in a single layer canopy before reaching the 

ground surface, at which point it is partitioned into surface runoff or the subsurface. Runoff partitioning 

methods can be influenced by soil moisture, slope and antecedent climate conditions. The peak runoff rate 

is determined from a modified rational formula, based on overland sheet flow and channel flow time of 

concentration. 

 

Water percolates through the soil profile at a rate dependant on the saturated hydraulic conductivity and 

extent of saturation. If a soil layer is below field capacity water is accumulated in that layer. When field 

capacity is exceeded water may percolate to lower soil layers, enter the groundwater aquifer or contribute 

to lateral groundwater flow. Percolation and lateral groundwater flow rates are also dependant on other 

variables, such as hill slope gradient, hill slope length, soil depth and depth to impermeable layer. 

Percolation can be delayed before entering the shallow groundwater aquifer, which releases flow to the 

main channel with a recession model. Alternatively, water percolating from the soil profile can be 

partitioned to enter a deep aquifer which is lost from the system. 

 

When water enters the main channel it is routed with the variable storage method (Williams, 1969) or 

Muskingum method (Overton, 1966). Channel velocity and depth is defined with Manning's equation for 

a trapezoidal channel of variable size. Each sub-basin only has one main channel reach for which flow 
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routing is computed at the defined time-step. A floodplain of generic size is also fixed to each main 

channel reach. 

 

Potential evapotranspiration can be calculated with the Penman-Monteith method, the Priestley-Taylor 

method or the Hargreaves method. Water is freely evaporated from canopy storage and transpired at a rate 

limited by the LAI. Evaporation from the soil can also be restricted from biomass and residual cover 

conditions. Actual ET is also affected by plant water demands. The distribution of ET demand across the 

soil profile is determined by a soil evaporation compensation factor (ESCO) and plant uptake 

compensation factor (EPCO).  

 

Erosion is generated from surface runoff with the MUSLE, and eroded grain size distributions are 

estimated by empirical relations based on parent material properties. The runoff and sediments can then 

be routed through grassed waterways, vegetated filter strips, tributary channels and/or water 

impoundments before contributing to the main channel.  

 

There are physically based approaches that can be used to enhance sediment routing methods and 

incorporate channel erosion processes. These stream power methods include the Simplified Bagnold 

model (Williams 1980), Kodoatie model (2000), Molinas and Wu model (2001) and the Yang sand and 

gravel model (Yang, 1996). Channel erosion rates are based on an erodibility factor and a cover factor. 

This erosion can be simulated to cause channel down cutting and widening. 

 

Plant parameters can influence ET, erosion, runoff and many other watershed processes in SWAT. Plant 

growth, and their subsequent effects, is influenced by specie specific parameters. Water stress, 

temperature stress, nutrient stress and a variety of other factors can also contribute to processes linked to 

vegetation conditions. 
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2.9 SWAT Applications and Developments 

SWAT can be used in a variety of methodologies to assess land-use change, climate change, management 

practices and more. There have also been many developments and modifications to the model structure to 

enhance its capabilities for specific situations. The capabilities of this model can be better appreciated 

knowing these methodologies, developments and specific applications.  

 

There are several agricultural watersheds across Canada that are being studied and tested with the SWAT 

model. The Black Brook watershed, located in the potato belt of New Brunswick, has seen extensive 

study and SWAT applications (Yang, 2012; Yang, 2011). This 1,450 ha watershed consists of 25% forest, 

10% roads, urban areas and streams, with the remainder composed of potato, barley and other agricultural 

crops. Yearly discharges have ranged from 5.1x10
6
 m

3
 in 2002, up to 11.4x10

6
 m

3
 in 1996, with total 

sediment loads ranging from 1526 tonnes yr
-1 

in 2002, to 8092 tonnes yr
-1 

in 1996. This calibrated model 

simulated monthly water and sediment yields with an R
2
=0.91 and 0.5 and a NSE=0.88 and -0.29, 

respectively. Implementation of agricultural Best Management Practices (BMPs) in this model showed 

that annual guideline exceedance frequencies for TSS could be reduced by 23-25% (Yang, 2011), and 

maximum achievable annual sediment reduction of 89% could be achieved (Yang, 2012).  

 

Thomas Brook is another watershed in Atlantic Canada that is being studied with SWAT to assess 

agricultural BMPs. This 784 ha watershed, located in Nova Scotia, has 57% crop coverage mostly 

composed of corn and small grains. Monthly stream flow simulations for the calibration and validation of 

this model achieved an R
2
=0.9 and 0.73 and NSE=0.88 and 0.69, respectively. Monthly sediment 

simulations for the calibration and validation of this model achieved an R
2
=0.66 and 0.48, and NSE=0.47 

and 0.31, respectively (Amon-Armah et al., 2013). 

 

SWAT has also been used to investigate different land cover scenario effects on water quality. One such 

study included the Raisin River basin in southeastern Ontario (Wong et al., 2009). This watershed covers 
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57,982 ha, with 19% forest cover, 19% wetlands and the remainder mostly pasture and agricultural crops. 

The analysis involved annual comparison of average flow, TSS concentrations and nutrient loads for six 

land cover scenarios. The modelling results and water quality parameters were used to forecast aquatic 

biodiversity and to develop achievable performance standards for flow regimes, sediments and nutrients. 

Simulated monthly average flows achieved a NSE = 0.84 and 0.86, and R
2 
= 0.93 and 0.93, for calibration 

and validation, respectively. Limited sediment observations achieved a R
2 

= 0.37, with mean daily 

concentrations of 2.68 mg L
-1

 and 2.69 mg L
-1

 for the calibrated and observed values, respectively.   

 

Wetland conservation and restoration impact on water quantity and quality have also been studied with 

the SWAT model in Broughton’s Creek, Manitoba (Yang, W. et al., 2008). This 25,139 ha watershed is 

composed of 71.8% agriculture, 10.8% range land, 9.5% wetland, 4% forest and 2.5% transportation. 

Different wetland conservation and restoration scenarios were examined, resulting in peak discharge 

reductions up to 23.4%, and annual sediment loading reductions up to 16.9% (approximately 50 tonnes 

yr
-1

). Wetland storage volumes were estimated based on a linear relationship with wetland surface areas, 

while other parameters were adjusted during calibration. While there was limited observation data in this 

study, the model was judged to perform well. 

 

SWAT has been assessed in forested watersheds for forest management applications. This has included 

research applications in Ontario (Guatam, 2012). Refinements to SWAT for these applications have 

included considerations of slope and aspect for solar radiation effects, incorporation of a litter layer, and 

anisotropic soil hydraulic conductivity. Refined wetland hydrology and upland-lowland HRU interactions 

have also been implemented (Watson, 2008). Improved forest growth modules have also been developed 

for forested watersheds due to limitations in the standard vegetation sub-models (Guatam, 2012). 

 

The SCS CN, used in SWAT, implicitly assumes an infiltration-excess response to rainfall. In humid, 

well vegetated regions, and where soils are underlain by shallow restricting layers, runoff tends to be 
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initiated by saturated soil according to VSA hydrology. The processes of VSA hydrology have been 

integrated into SWAT-VSA by using a topographic wetness index in HRU definition, as well as other 

minor adjustments (Easton et al., 2008). This background literature provided the foundation for model 

selection and preliminary data analysis required for this research. 
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3 Data Assembly and Preliminary Analysis 

3.1 Site Description 

Gagetown has been integral in the training of professional Canadian soldiers since it was established in 

the 1950s. The base includes more than 1,500 km of roads, 900 km of off-road tracks, 740 buildings and 

accommodates operations for more than 6,000 military and civilian personnel (Canadian Army, 2012). It 

is home to several major military establishments including operational units and schools for artillery, 

infantry and engineer service members. 

 

The Range and Training Area (RTA) is located within Gagetown and covers most of the base. This area is 

used to conduct a variety of military operations, including tactical manoeuvres and live fire training 

exercises. The land was originally used for agriculture and forestry purposes before it was acquired by the 

Department of National Defence in 1953. Since then, more forested areas have been cleared to be used for 

training purposes; however, many deforested fields are overgrown by shrubs and other pioneer species, 

degrading their value for military training. Reclaiming and maintaining these open grasslands by grubbing 

operations, controlled burning, herbicide spraying and harvesting pose a significant challenge to land 

managers. These challenges pertain to resource allocation and logistical planning of such operations as 

well as environmental degradation concerns associated with these activities. Engineered roads provide 

transportation avenues throughout the RTA, while deforested grasslands provide areas where armoured 

vehicles and dismounted soldiers can conduct cross country manoeuvre operations. Repetitive off-road 

traffic has developed a vast network of distinguishable, un-engineered tracks, less obvious ruts and other 

land disturbances in these grassland areas. Vehicles also routinely traverse streams at designated fording 

locations during some operations. It is a concern that these activities and land management practices may 

be degrading aquatic habitats, soil health and vegetation cover within the RTA. These concerns are 

reflected in RTA management programs, such as the Sediment Erosion Control Plan and Aquatic 
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Management Plan. Land cover photographs and satellite imagery of LULC conditions in the RTA are 

included in Appendix B. 

 

The RTA intersects a region between the Southern New Brunswick Uplands and the Maritime Lowlands, 

eco-region 121 and 122, respectively (Marshall et al., 1999). On average this area receives 885 mm of 

rainfall a year and 276 cm of snowfall, totalling 1,143 mm of annual precipitation. The daily average 

temperature is 5.3 
°
C, which ranges from -9.8 

°
C in January to 19.3 

°
C in July (Marshall et al., 1999). 

 

Most of the RTA is underlain by Paleozoic sedimentary rock with outcroppings of volcanic and plutonic 

rock in the southern regions. Soils generally consist of loam or gravelly sandy loam textures. Forests 

within the RTA account for approximately 66% of the land coverage. Other land cover includes barren 

and cleared stretches (6%), grasslands (18%) and aquatic environments (10%). Aquatic environments in 

the RTA include 44 ponds and lakes, 1,900 km of watercourses and 7,000 ha of wetlands (Estrada et al., 

2012). Several benthic surveys have been conducted within the RTA to assess disturbance levels and 

habitat conditions, which are known to be occupied by several species at risk, including sensitive 

salmonid species (Estrada et al., 2012). 

 

Kerr Brook is the focus watershed in this study, since it is highly disturbed and well documented with 

meteorological, GIS, hydrometric and water quality data. This 20 km
2
 watershed is covered by 

approximately 26% mixed-forests, 32% grasslands, 36% brush lands including young pioneer species, 

and 4% barren features including roads, tracks and highly disturbed manoeuvre areas. Wetlands, beaver 

ponds and other water features are evident in this watershed but cover less than 2%. 

3.2 Field Study 

A field study assessment was conducted at 5 CDSB Gagetown during the summer of 2013. This provided 

an opportunity to gain a strong physical sense of the study areas and enabled the collection and 
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compilation of selected data; however, most data used in this research were collected preceding this field 

study. Photographic documentations and qualitative stream surveys provided a general sense of the 

present watershed conditions. Support was given to stream monitoring efforts and corresponding data 

were considered in water quality analysis. Soil samples were also collected to enable the measurement of 

selected characteristics affecting soil erodibility. The scope and direction of this research were in 

preliminary stages of development during this field study so limited detailed data were collected. The 

ability to collect extensive hydrographic, water quality and GIS data over a finite survey period was also 

limited. Opportunities regarding enhanced, detailed and more targeted field studies are recommended in 

Section 6, considering the findings of this research. 

3.3 Climate Data 

Rainfall data are the primary driver behind all hydrological models. The majority of rainfall and climate 

data were provided by several meteorological stations that are operated within Gagetown by the Joint 

Meteorological Center. Hourly air temperature, relative humidity, wind speed, wind direction, 

precipitation, black globe temperature, atmospheric pressure and intermittent snow depths are recorded at 

these stations. Kerr Brook is in closest proximity to meteorological station REM02, with a Thiessen 

polygon coverage of 92%. No quality control or quality assurance data were available for these stations; 

however, selected rainfall events were compared against other stations in the area. 

 

Meteorological station REM02 was the only station applied to the Kerr Brook watershed model. Climate 

data from 2007-2012 were used. This provided a two year model warm-up period followed by a 

simulation period from 2009-2012, concurrent with observed hydrometric and water quality data. Data 

gaps were backfilled, using other meteorological stations including: REM06, REM04 and Fredericton 

airport-Station A, in respective priority. Data were summarized on a daily time-step and integrated within 

the SWAT model. Hourly rainfall data were also used in the modelling analysis; however, model routing 
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errors were encountered using this time-step so the typical daily time-step used in SWAT was used in this 

research. 

 

Kerr Brook is located along the border of the Southern New Brunswick Uplands, eco-region 121, and the 

Maritime Lowlands, eco-region 122. This watershed is further divided between eco-district 499 and 506.  

Average historic climate norms for these districts are provided in Table 1 (Marshall et al., 1999). 

 

SWAT incorporates the WXGEN weather generator model (Sharpley and Williams, 1990) to fill gaps in 

observed climate data or forecast climate trends. WXGEN input parameters were adjusted with 

Agriculture and Agri-Food Canada (AAFC) 1961-1990 climate norms (Marshall et al., 1999) or 

backfilled from United States Northern Maine station 183645, provided in the SWAT 

WGEN_US_COOP_1980_2010 database. Rainfall data gaps were limited and only overlap with observed 

hydrometric data during one day in December 2011 and eight days in November 2012. 

Table 1. Eco-district 499 and 506 average climate norms from 1961-1990. 

Month 

Average 

PET 

(mm) 

Average Daily 

Mean Air 

Temperature 

(
°
C) 

Mean Daily 

Global Solar 

Radiation 

(MJ/m
2
/day) 

Rainfall 

(mm) 

Snowfall 

(mm) 

Total 

Precipitation 

(mm) 

January 0.0 -8.6 5.45 46.5 58.3 103.3 

February 0.0 -7.6 8.66 42.0 47.4 89.3 

March 4.1 -2.1 12.48 51.0 40.5 92.1 

April 41.0 4.1 15.22 70.2 16.9 87.7 

May 78.6 10.2 18.20 100.2 1.0 100.9 

June 106.8 15.3 20.01 90.3 0.0 90.4 

July 117.9 18.3 19.82 90.0 0.0 90.0 

August 101.7 17.6 17.38 94.9 0.0 95.2 

September 65.8 13.1 13.26 98.2 0.0 98.1 

October 32.9 7.8 8.59 99.9 1.3 101.3 

November 7.5 2.0 4.98 105.3 14.9 120.3 

December 0.0 -5.5 4.13 69.3 55.5 127.7 

Annual Sum/Ave 556.3 5.4 12.3 957.6 235.8 1,195.9 
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3.4 Geographic Information Systems Data 

GIS data are a critical component of many watershed models. For the SWAT models these data are 

primarily composed of a Digital Elevation Model (DEM), soil data and LULC data. The DEM is utilized 

to delineate the watershed, sub-basins, stream networks and slope categories. Soil, LULC and slope 

categories are overlaid to create unique HRUs. A 10 m DEM was utilized for this study, which was 

provided by the Gagetown GIS analyst cell. Soil data were originally taken from the AAFC soil survey 

database (Agriculture and Agri-Food Canada, 2012). LULC data were compiled from a variety of GIS 

inventories provided by the GIS analyst cell at Gagetown. All of this information was projected in NAD 

1983 CSRS UTM Zone 19N. These GIS layers are displayed in Figure 9, along with the Kerr Brook 

watershed structure. 

 

The DEM was clipped and filled within ArcGIS 10.0 in preparation for ArcSWAT processing. Inspection 

of wet area mapping data, derived from a one meter LiDAR DEM, indicated that some drainage areas 

were not accurately delineated. However, these areas were minimal compared to the entire study area and 

drainage areas appeared to be both over predicted and under predicted. For these reasons their influence 

was assumed to be negligible. 

 

GIS soil data provided spatial delineation for common New Brunswick soil series at a scale of 1:126,720. 

These polygon features were converted into a 10 m raster format and projected into the DEM’s spatial 

reference. Limited soil data were provided along with this GIS; however, soil characteristics and 

parameters were supplemented by other sources discussed in Section 3.5. 

 

The LULC input data required for ArcSWAT were compiled from a variety of sources and lumped into 

four categories; mixed forests (FRST), grasslands (RNGE), brush lands (RNGB) and barren areas 

(BARR). Minor LULC data inventories used in this classification were primary roads, tracks, wetlands 

and barren areas. The major land cover inventories within the study area included forests, grasslands and 



48 
 

brush lands. These major categories remained relatively intact in this analysis. However, wetland riparian 

areas were merged into forests and all LULC categories took second priority to overlain barren areas. 

Bare areas were identified by a Colour Infrared Imagery classification in addition to road and track vector 

data. Roads and tracks were buffered to 6 and 3 m, respectively, converted to a raster format and merged 

with the bare soil data. Satellite imagery and ground level photography for these LULC categories is 

provided in Appendix B. 

3.5 Soil and Geological Characteristics 

There are three primary soil groups within the study areas: Tracy Loam (TRCL), Parleeville Gravelly 

Sandy Loam (PGSL); and Sunbury Gravelly Sandy Loam (SGSL). These soils cover 30%, 62% and 8% 

of the study areas respectively. Bedrock within Kerr Brook includes sedimentary rock to the northwest 

and volcanic rock to the south east. The general depth to bedrock is unknown but suspected to be shallow 

because of occasional rock outcroppings and bedrock streambeds in low river reaches. A detailed 

description of these soils is given below along with soil characteristics and parameters outlined in 

Appendix A. 

 

Tracy Loams are a medium to coarse textured sandy loam and loam soils over a sandy loam, gravelly 

loam and sandy clay loam till. Drainage conditions are good except on level topography. Stones are 

common and drainage conditions are generally unrestricted (Wicklund and Langmaid, 1953). Depth to 

contrasting layer is greater than 100 cm but can range as low as 30 cm. This compact till is well drained 

with a medium textured upper horizon and medium to coarse gravelly-sandy loam parent material. C 

Horizon parent material has been classified as Hydrological Soil Group C with a saturated hydraulic 

conductivity between 0.5-10 mm hr
-1

 and an upper horizon depth between 40 cm and 80 cm (Fahmy et 

al., 2010). Site specific soil surveys have been conducted for these soils within Gagetown and were 

considered in this study (Castonguay and Arp, 2002).  
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Figure 9. Kerr Brook HRU input layers and watershed structure. 
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Parleeville Gravelly Sandy Loams have a gravelly and stony nature with good to excessive drainage 

conditions. Rock outcrops occur frequently and till deposits may be shallow (Wicklund and Langmaid, 

1953). Depth to contrasting layer is generally greater than 100 cm. C Horizon parent material has been 

classified as Hydrological Soil Group A with a saturated hydraulic conductivity between 50-100 mm hr
-1

 

and an upper horizon between 28-53 cm (Fahmy et al., 2010). Site specific soil surveys have been 

conducted for these soils within Gagetown and were considered in this study (Castonguay and Arp, 

2002).  

 

Sunbury Gravelly Sandy Loams are frequently over shallow bedrock and rock outcrops are common. 

Soils are well drained with a coarse and stony texture (Wicklund and Langmaid, 1953; Colpitts et al., 

1995). Depth to contrasting layer is generally greater than 100 cm and is well drained with a coarse to 

medium textured upper horizon and coarse parent material. C Horizon parent material has been classified 

as Hydrological Soil Group A, with a saturated hydraulic conductivity between 2-130 mm hr
-1

 and an 

upper horizon between 45 cm and 55 cm (Fahmy et al., 2010). Parameters for these soils were similar to 

those of Parleeville Gravelly Sandy Loam and because of the small area coverage of these soils in Kerr 

Brook, it was neglected in model development. 

3.6 Hydrometric Data Analysis 

Hydrometric data provides valuable calibration and validation information needed to develop and test 

hydrological models. The majority of stream flow data used in this study were collected by the 

Department of Fisheries and Oceans Canada (DFO). The spring, summer and fall seasons from 2009-

2012 included the most comprehensive stream flow data set for downstream and upstream monitoring 

locations in Kerr Brook, displayed in Figure 9. A midstream monitoring station was also used in this 

study area; however, limited data were available for this location. Hourly stream stage was measured with 

a pressure transducer data logger at both locations. Discharge was measured at eight different times for 

the 2009-2012 data set, ranging from 0.009-1.743 m
3
 s

-1
 for the downstream location and 0.012-0.927 m

3
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s
-1

 for the upstream location. Transducer elevations were measured and manually verified four times in 

2009, twice in 2011 and once in 2012. Manual water level measurements and transducer depth differences 

varied from 0.000-0.069 m. Flow depth and velocity measurements were made at 20 cm intervals to 

compute instantaneous stream discharge. Each discharge was measured at three locations in proximity to 

the pressure transducer pad and averaged. Stage-discharge lookup tables were constructed, including 

HEC-RAS modelling, by DFO personnel and applied throughout the study period. Hydrographic data are 

summarized in Appendix C. 

These data are assumed to be accurate and reasonable; however, uncertainty in high flow measurements 

may be significant due to a lack of high discharge measurements. Vegetation, backwater effects, 

hysteresis and changes in stream cross-sections are assumed to have negligible influence on stage-

discharge relations; however, there was insufficient quantitative data to validate these assumptions. 

 

Flow duration curves were constructed for the upstream and downstream Kerr Brook stations, as 

recommended by Helsel and Hirsch (2002). All observations, over inconsistent intervals from 2009-2012, 

were used. This is a relatively short timeframe to provide insight into high flow frequencies; however, 

these data provided a good sense of low and mid-flow regimes. These curves were used to help define an 

approximate event-flow threshold, identified by a significant change of slope in these curves. Upstream 

and downstream flow durations curves are included in Appendix C. These flow duration curves were 

constructed with the Weibull plotting position formula, given below: 

 
   

 

(   )
 [ 16 ] 

In Equation [ 16 ], Pf is the probability of exceedance of observation i, n is the total number of 

observations and i is the observation number arranged in descending order, where the highest observed 

flow is observation i=1. 
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A baseflow filter was used to split stream flow into surface flow and groundwater flow for manual 

calibration, as recommended by Arnold et al. (2012). Surface erosion is driven by surface runoff making 

it a critical target for calibration. However, these filter parameters are subjective and were based on 

literature, geological conditions and graphical baseflow separation results, adding additional uncertainty. 

A two parameter digital filter was selected for this analysis as given below: 

 
   

(        )  (   )  (   )        

         
 [ 17 ] 

In Equation [ 17 ], BFImax is the maximum baseflow index (the long-term ratio of baseflow to total stream 

flow), a corresponds to the groundwater recession constant, b(k-1) is the baseflow at time k-1 and yk is the 

total stream flow at time k (Eckhardt, 2005).  

 

Within this study area, groundwater reservoirs were conceptualised as a porous shallow soil aquifer 

underlain by a hard rock aquifer. Two sets of filter parameters were used in the baseflow separation 

procedure. In one case, the hard rock aquifer was neglected and the shallow aquifer was assumed to 

contribute significant and rapid baseflow contributions after rainfall events (shallow aquifer parameters: 

BFImax=0.65 and a=0.97). The second case assumed that hard rock aquifer contributions were lost from 

the system and integrated two baseflow filter iterations to isolate hard rock aquifer contributions and 

shallow soil contributions (shallow aquifer parameters: BFImax=0.75 and a=0.925; and hard rock aquifer 

parameters: BFImax=0.2 and a=0.955). These filter parameters are supported by Eckhardt (2005); 

however, this multi-component separation method has not been validated in any literature. Simulating 

multiple groundwater reservoirs, as described here, is outside the capabilities of the SWAT model. 

Application and further consideration of this baseflow separation method are discussed in Section 4.4. 

Graphical results from this baseflow filter analysis are summarized in Appendix C. 



53 
 

3.7 Water Quality Analysis 

3.7.1 Water Quality Conditions 

Poor water quality conditions have been observed throughout the Gagetown RTA (Hood, 2013). A water 

quality analysis was conducted to acquire a general indication of conditions observed in Kerr Brook. 

Water quality criteria and evaluation methods are discussed in Section 2.7. The CCME WQI was utilized 

for this analysis (CCME, 2001). NAESI-IPS guidelines were considered for TSS and turbidity and CCME 

CEQG for pH. Average and median daily TSS concentrations in excess of 6.1 mg L
-1

 were considered a 

failure. Average and median daily turbidity in excess of 2.8 NTU were also considered a failure (Culp et 

al., 2009). An average daily temperature threshold of 24 
°
C and an acceptable average daily pH range of 

6.5-9 were also utilized (Raleigh, 1982; CCME, 1996). Turbidity, temperature and pH data were collected 

with a YSI multi-meter over four semi-continuous monitoring years. TSS data were generated with the 

regression analysis discussed in Section 3.7.2. Daily median and average values were compared, along 

with data trimmed by the mirrored 5th percentile. Conceptual water quality variables were also 

considered in this analysis to evaluate the effect of additional water quality parameters, with the 

assumption these conceptual variables pass criteria at all times. 

 

Water quality conditions in Kerr Brook are suspected to be marginal, with a WQI ranging from 48-57. 

This lower range was established from average daily observations. The upper range was established from 

median daily turbidity, average daily TSS and all data trimmed at the mirrored 5
th
 percentile. Other water 

quality variables are suspected to be of good condition in Kerr Brook. With limited anthropogenic sources 

to affect many water quality variables, such as metals and nutrients, this assumption seems realistic. The 

addition of one extra water quality variable, assumed to pass criteria at all times, improved the WQI by 

about 8 points. This creates the potential that water quality conditions may actually be fair. The majority 

of poor water quality variables were also caused from runoff events, which may cause misleading results, 
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as the WQI is more designed for steady state flow conditions. WQI results and a summary worksheet are 

available in Appendix D. 

 

Vehicle water crossing operations have the potential to impair water quality in local streams. Analysis of 

grab samples collected downstream of crossings indicate that this activity can be responsible for turbidity 

and TSS loadings as high as 1,000 NTU and 1,000 mg L
-1

, respectively, immediately downstream of 

crossing sites. However, daily vehicle loads were not observed to significantly affect water quality at the 

watershed outlet; daily turbidity statistics were not strongly correlated to daily vehicle loads. Filtering 

data from potential runoff events and turbidity outliers did not significantly improve any correlation. The 

only mild correlation was observed for the maximum daily turbidity for the upstream monitoring location 

(r = 0.22). Potential point source contributions from vehicle stream crossing activities were neglected in 

modelling efforts because of this lack of correlation. A summary of this analysis is given in Appendix D. 

3.7.2 Sediment Yield Regression Analysis 

Regression models are commonly utilized to predict stream sediment yields from regressor variables, 

such as turbidity and stream flow (Helsel and Hirsch, 2002; Rasmussen et al., 2011). Turbidity is a 

measure of water clarity and can be a statistically significant indicator of TSS concentrations. However, 

turbidity can also be affected by other aquatic conditions, such as dissolved matter, colour and plankton. 

Stream flow also affects sediments, providing transport energy to erode and suspend particles. All these 

parameters have site specific characteristics and required case-by-case analysis to develop reliable 

regression models.  

 

Over the past eight years 77 turbidity and TSS samples were collected during eight partial runoff events, 

including 41 concurrent flow measurements at the downstream Kerr Brook monitoring location. These 

data were used to create an event-based sediment yield regression model. This model was applied to 

periods of continuous monitoring to provide an approximate daily sediment yield to compare against 
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simulated results. Additional data, besides turbidity and flow, suspected to affect sediment yields were 

also analysed. These additional parameters included days since last runoff event, cumulative vehicle 

activity since last runoff event and rising/falling hydrograph limb. Among these regressor variables, the 

most effective equation for the downstream monitoring station was selected, given in Equation [ 18 ]: 

                         [ 18 ] 

Where TSS is hourly total suspended solids concentration (mg L
-1

), T is turbidity (NTU) and Q is 

discharge (m
3
 s

-1
). The adjusted R

2
 for this model is 0.61 with a standard error of 41.5%. T-stats and α 

values were 0.20 and 0.84, 2.75 and 0.01, and 4.6 and 0.00 for the intercept, turbidity and flow variables, 

respectively.  The intercept was not statistically significant so TSS was set to zero for zero turbidity 

values. This is also more physically realistic because clear water is not likely transporting sediments in a 

natural environment. This equation was applied in two iterations: for all flow conditions; and for flows 

above 0.35 m
3
 s

-1
, which was the 20% flow exceedance probability. Applying this model exclusively to 

high flow conditions reduced average predicted sediment yields by about 2% each year. Sediment yield 

results derived from this regression equation are summarized in  

Table 2. 

 

Monthly suspended sediment yields predicted with this method range from 0 tonnes for dry summer 

months, to 150 tonnes for late spring and early summer months and up to 380 tonnes in the fall. It is 

suspected that significant spring freshet events were not included in the data utilized in this analysis. 

Uncertainty associated with this analysis may be substantial. One aspect of this uncertainty was quantified 

by the 90% confidence interval from the regression analysis, resulting in annual prediction differences 

ranging up to 80% when significant yields were predicted. Other sources of uncertainty may also be 

apparent in this analysis, such as the influence of antecedent conditions, shifting fluvial geomorphologic 

conditions and military training activities.  
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Contrary to typical conditions, stream flow was a more effective predictor for TSS than turbidity, with a 

single linear regression model adjusted R
2
 of 0.54 compared to 0.24. This may be from sampling error, 

such as oversampling bedload particles. Most samples were drawn from 30 cm above the stream bed from 

an ISCO auto-sampler intake. There were also 78 turbidity observations, as oppose to 41 flow 

observations, which may have added additional variability in the turbidity regression model. 

 

Multiple Linear Regression (MLR) of flow and turbidity improved model statistics, with an adjusted R
2
 of 

0.61. Additional parameters proved to be insignificant and not within an acceptable confidence interval 

(α > 0.1 and t-Stat < 1.3). Missing flow data were simulated with a HEC-HMS model in order to utilize 

additional turbidity and TSS data. This model was calibrated with Fall 2010 data (NSE = 0.93) and 

validated with 2009 and 2011 Fall data (NSE = 0.74) from a previous hydrology project (Burdett, 2013).  

However, simulated flows seemed unrealistic and did not improve the regression analysis. There was no 

significant pattern in the model’s residuals so variable transformations were not conducted. This 

regression analysis is summarized in Appendix E. 

 

There are several issues that should be addressed for this regression analysis. Firstly, the potential issue of 

multicollinearity, where independent regression variables are themselves highly correlated, can be 

problematic. Turbidity and stream flow may be highly correlated, for example. In this case, turbidity and 

stream flow had an observed correlation coefficient of 0.57 (< 0.95) and were deemed appropriate for use 

in MLR (Rasmussen et al., 2011). Another concern is the independence of observed data. It can be argued 

that intra-event observations are dependant, violating a fundamental requirement of linear regression 

analysis. This can be observed to some degree in Appendix E, where individual events exhibit a distinct 

pattern of observations. It would be preferable to utilize event mean concentrations as single observations; 

however, all data were used independently due to data limitations. Future monitoring programs may well 

provide sufficient event monitoring information to support a revised regression analysis utilizing event 

mean concentrations. Model stationarity is also a potential issue, such as seasonal effects and bias due to 
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most data being collected during the fall. This model is also suspected to underestimate sediment yields 

from high flow events. Data may be biased towards small and medium flow events and large flow events 

tend to dominate erosion processes (Wigmosta et al., 2007). All these issues contribute a degree of 

uncertainty in the application of this model and demonstrate opportunity for improvement.  

Table 2. Downstream suspended sediment yield regression results. 

Observation 

Year 
Month 

Sediment 

Yield (t) 

Upper 90% 

Confidence 

Yield (t) 

Lower 90% 

Confidence 

Yield (t) 

2009 August 149 228 72 

2009 September 24 40 9 

2009 October 201 328 80 

2009 November 39 74 10 

2010 May 3 7 0 

2010 June 34 61 10 

2010 July 1 2 0 

2010 August 0 0 0 

2010 September 0 0 0 

2010 October 19 39 4 

2010 November 321 509 138 

2011 May 125 218 40 

2011 June 9 20 2 

2011 July 17 34 4 

2011 August 131 211 56 

2011 September 0 2 0 

2011 October 28 54 8 

2011 November 14 36 1 

2012 June 3 8 0 

2012 July 57 92 23 

2012 August 0 1 0 

2012 September 65 111 23 

2012 October 75 133 24 

 

A regression analysis for the upstream monitoring location was also conducted based on 36 observations 

from six partial runoff events. Turbidity alone appeared to be the best predictor variable for this location 

with an adjusted R
2
 of 0.59 for Equation [ 19 ], displayed below: 

         ( )       [ 19 ] 

Again, this equation was applied in two iterations: for all flow conditions; and for flows above 0.15 m
3
 s

-1
, 

which was the 20% flow exceedance probability.  
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Sediment data from this regression analysis were used as a comparative value for SWAT sediment yield 

simulations. This unconventional approach may be subject to criticism because it involved comparing 

results of one model to another. Using measured TSS values for the limited number of observed days was 

another potential approach considered in this situation. One issue with this, however, was that no 

observed event included a full 24 hours of monitoring, so no daily sediment yields were actually 

observed. Daily regression analysis could be used for individual events to make a compromise between 

these two approaches. This method is also likely to improve the regression model accuracy. However, this 

would still necessitate comparing one model to another, and there would be substantially fewer estimated 

regression values for comparison. Despite the limitations with this regression approach discussed above, 

the selected method was judged to be the most effective means to approximate watershed sediments 

yields with available data. Managing cumulative watershed sediment effects is a demanding process and 

can require up to 10 years of pre- and post-development data (National Council for Air and Stream 

Improvements, 1999). Such an extensive data set is, at this time, both unavailable and outside the scope of 

this study. 

3.7.3 Temperature Regression Model 

With stream temperature guideline exceedance being a concern in Gagetown (Hood, 2013), general trends 

in observed temperature data were compared with the water temperature sub-model used in SWAT. 

SWAT utilizes the following regression model to predict in-stream water temperatures: 

                    [ 20 ] 

In Equation [ 20 ], Twater is the mean daily water temperature (
°
C) and Tav is the mean daily air temperature 

(
°
C) (Neitsch et al., 2011). A regression analysis of in-stream temperature data from the downstream Kerr 

Brook monitoring station and air temperature from meteorological station REM02 resulted in similar 

results, given in Equation [ 21 ] below:  
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                     [ 21 ] 

This model achieved an R
2
 of 0.78 and all terms were significant (P-value < 0.01). Generally, average 

daily water temperatures of 21.3 
°
C imply maximum water temperatures above 24 

°
C 50% of the time. For 

this study area, the SWAT temperature model is adequate at predicting stream temperatures within Kerr 

Brook. However, there are no opportunities in the SWAT model framework to explore land cover and 

riparian effects on stream water temperature. 
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4 Model Development 

4.1 Model Selection 

Appropriate model selection is an important aspect of any environmental simulation project. The purpose 

of this study was to simulate and understand the impact of military landscapes on hydrology and water 

quality conditions at Gagetown.  Model selection was designed to make optimal use of available stream, 

climate and GIS data. There are a variety of models which are potentially appropriate for military land 

managers; however, they vary in data requirements and intended use. Models also require unique input 

and validation data in order to instill confidence in the model’s performance. 

 

The new generation of erosion models focus on highly distributed, 2-D flow routing capabilities requiring 

substantial amounts of input data for field-scale applications. Surface runoff is of prime importance in 

these models and other components of the hydrologic cycle are not always considered. The processes 

these models simulate are more physically-based than other 1-D, lumped approaches and have enhanced 

ability to predict distributed overland flow, sediment transport and deposition. These types of models can 

also include detailed road hydrology, soil mechanics and vegetation dynamics. At a large landscape or 

basin scale, these models become increasingly cumbersome to apply. However, they could be highly 

valuable if applied within a multi-spatial scale approach where these detailed models are only utilized on 

hillslopes or small watersheds identified by larger scale, lumped models.  

 

The unique impact of off-road vehicle manoeuvres is suspected to have a significant influence on surface 

runoff and erosion patterns. Ruts and tracks are localized areas of reduced infiltration, and susceptible to 

extended periods of surface ponding. Ruts and tracks are also barren features susceptible to accelerated 

erosion rates; however, the soils are generally compact which may also limit erosion rates. These features 

act as flow accumulation channels which may accelerate runoff travel time, increase sediment transport, 

and reduce the effectiveness of vegetated filter strips. These physical characteristics of tracks, ruts and 
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manoeuvre ground are displayed in Appendix B. Even the complex, highly distributed models discussed 

above have limited ability to simulate all these potential effects. Also, at the landscape and basin scale 

these processes may have negligible influence. 

 

With Gagetown covering over 1,100 km
2
, models that can be effectively applied to large areas were 

preferable. Continuous streamflow data for calibration and validation, also gave preference to continuous 

hydrological models as oppose to event-based or stochastic climate models. SWAT, DHSVM and HSPF 

are well supported and commonly applied hydrology models meeting this criteria. Water quality 

components are also integrated into these models. HSPF is commonly reported to require substantial 

parameterization efforts and is not generally considered to be user-friendly (Beckers et al., 2009). 

DHSVM is not widely utilized and is limited by a difficult user interface (Beckers et al., 2009). SWAT, 

on the other hand, has a relatively straightforward user-interface and is integrated within a GIS 

framework. It was designed for application in large, ungauged agricultural watersheds requiring minimal 

parameterization (Neitsch et al., 2011). This model is publically available, there is a strong user 

community and it is widely applied for both research and practical applications around the world, as 

discussed in Section 2.9. 

 

SWAT was selected for this study because of its capacity to effectively process and simulate lumped 

hydrological and erosion processes. There is sufficient and appropriate data to calibrate and validate 

predictions. GIS data are also available and easily integrated in this semi-distributed model.  Erosion and 

overland flow processes may be simplified in this model; however, these simplifications make large scale 

applications efficient even though this may sacrifice some accuracy and precision.  SWAT operates on a 

daily time-step and has a strong capacity to process decades of data. This time-step will be effective to 

simulate landscape hydrological processes but will limit the ability to predict detailed hydrographic data.  
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4.2 Watershed Structure 

The Kerr Brook SWAT model was delineated within ArcSWAT utilizing GIS data discussed in Section 

3.4. Rivers were defined at a 66 ha contributing area resolution, with the watershed outlet located at the 

downstream monitoring station. The upstream monitoring location was used to delineate one sub-basin. 

Two other sub-basins were defined to isolate a hilly tributary to the south east and an intermittent mid-

stream monitoring location. HRUs were defined with a 20% soil cover threshold and 20% slope cover 

threshold. A 1% land cover threshold was selected to adequately represent barren areas, which is 

substantially smaller than the common recommendation of 20% (Winchell et al., 2007). These geographic 

characteristics are summarized in Table 3 and Figure 9. 

Table 3. Sub-basin geographic parameters (% coverage). 

Sub-Basin Area (ha) 
LULC (%) 

FRST/RNGE/RNGB/BARR 

Soils (%) 

TRCL/PGSL 

Slope (%) 

0-4.5/4.5-6.5/6.5-99 

SB1 721 39 / 24 / 33 / 4 93 / 7 51 / 36 / 13 

SB2 172 6 / 28 / 65 / 1 21 / 79 26 / 44 / 30 

SB3 687 11 / 33 / 48 / 8 0 / 100 29 / 56 / 15 

SB4 403 38 / 45 / 10 / 7 0 / 100 33 / 36 / 31 

4.3 Input Parameter Development 

Establishing reasonable parameters to initiate model simulations can greatly enhance calibration efforts 

and improve the uniqueness of a particular watershed model. Initial parameters are outlined in Appendix 

A, along with brief explanatory remarks. Physically based parameters, and those commonly reported as 

sensitive in the literature, received the most attention. Some parameters were adjusted based upon 

qualitative knowledge of the watershed’s hydrology and others were default values. Parameter values 

reported in the literature were also considered during initial parameter assignment. 

 

SCS CNs were judged based on qualitative land cover conditions. Good forest conditions were assumed 

at first because most forests are relatively undisturbed. Grasslands were defined as poor due to cross 

country vehicle manoeuvres, causing soil compaction and vegetation disturbances. Brush lands were 

judged as fair due to only occasional vehicle disturbances. Brush lands also include pioneer tree species 
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and at time can be well vegetated. Lastly, barren areas were defined based on a combination of bare soil 

fallow and unpaved roads. These conditions, combined with hydrological soil group parameters discussed 

in Section 3.5, drove the assignment of SCS CNs, a parameter commonly reported as sensitive (Arnold et 

al., 2012).  

 

The small size of the watershed and flashy hydrograph response required that many flow timing 

parameters to be adjusted accordingly. This flashy characteristic is described by a rapid response to a 

rainfall event, where the difference in magnitude between storm event response flow and baseflow 

conditions is significant. This included minimizing default parameters, such as SURLAG and 

GW_DELAY, while maximizing parameters, such as ALPHA_BF. 

 

Features including vegetated filter strips, grassed waterways and wetlands were not included in the initial 

model. However, these features were considered during the sensitivity analysis and model calibration. 

There are limited data available to physically characterize these features in this model. Additional field 

surveys may be valuable to help better define these features. 

 

The USLE C-factor is one parameter that is subject to significant uncertainty in this initial parameter 

assignment. Grasslands and brush lands are two land cover categories well documented in the literature 

(Wall et al., 2002). However, how these land cover conditions are affected by military training operations 

is not well documented. Some studies on military training ground have reported cover factors but regional 

variability, including many factors, may significantly affect these values for application to Gagetown 

(Warren et al. 1989; Liu et al., 2007; Dalton, 2008; Gaffer et al., 2008).  Bare soil transect surveys in 

Gagetown were used to guide cover parameters, including literature values. These land cover categories 

indicated that exposed bare soils may account for approximately 9% and 4% of grasslands and brush 

lands, respectively. As discussed in Section 2.5, many different methods have been used to estimate 
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C-factors for military lands. A more focused GIS approach, combined with a field survey quality control 

element, is expected to greatly improve the lumped cover factors used in this study. 

4.4 Calibration and Uncertainty Analysis 

Model calibration was conducted to enhance predictive accuracy by refining parameters, within 

reasonable and logical constraints, to match observations. Complex hydrological and water quality 

models demand careful consideration during calibration and uncertainty analysis. Watershed models have 

become increasingly popular to assess land management strategies, land-use change and pollutant control. 

The demand to increase the accuracy of these models and better quantify their associated uncertainty has 

also increased (Yang, J. et al., 2008). Over parameterization, non-uniqueness of solutions, data limitations 

and uncertainty are common issues that plague the development of reliable watershed models (Abbaspour 

et al., 2007; Govers, 2011; Jetten and Maneta, 2011; Arnold et al., 2012).  

 

There are a variety of approaches and methods used to assess input sensitivity, calibrate parameters, 

quantify output uncertainty and validate watershed models. There is no standard procedure among these 

approaches. Some approaches may be more effective than others, but this may depend upon the user, the 

model structure, data availability and the intended application of the model. These procedures, as utilized 

in many studies, often lack clear documentation (Engel et al., 2007).  This issue has been identified as an 

area of improvement for future reporting to enable readers to more effectively interpret results (Tuppad et 

al., 2011). 

 

Widely applied calibration and uncertainty analysis methods were used to calibrate hydrological 

parameters to observed stream flow conditions for the Kerr Brook SWAT model. Sediment parameters 

were not calibrated due to the lack of observed sediment yield data, but compared to the TSS regression 

model, discussed in Section 3.7.2. The sensitivity, calibration and validation procedure used in this 

research followed four steps.  These four steps included: 1) manual sensitivity analysis and model 
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familiarization; 2) automated sensitivity analysis and calibration; 3) manual calibration; and 4) final 

automated calibration. These steps are integrated into a model development flowchart, displayed in Figure 

10. An iterative approach was used to consider upstream and downstream observed data, but more focus 

was given to downstream calibration.  

 

Figure 10. Sensitivity, calibration and validation flowchart. 

Observation data were split into two sets for calibration and validation. Observed water years selected for 

calibration were 2010 and 2011. These years were selected because the 2009/2012 and 2010/2011 water 

years demonstrated similar rainfall statistics, such as total observed rainfall, peak daily rainfall, number of 

dry days and average rain per day. Parameters affecting winter hydrological processes were not included 

in calibration. There were occasional snow fall events during the observed data periods; however, these 

events were few and negligible. 
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Suspended sediment yields, the water quality parameter of prime interest, was only compared to 

regression model results. However, select sediment parameters were adjusted during the sensitivity 

analysis and after manual calibration to assess their general influence on sediment yield simulations. This 

included parameters, such as cover-factors, soil erodibility, slope-length factors and vegetated filter strips.  

4.4.1 Manual Sensitivity Analysis and Model Familiarization 

The manual sensitivity analysis and model familiarization procedure involved running SWAT with 

default or preliminary input parameters. These parameters were generally grouped by process and varied 

from their maximum to minimum values, followed by a graphical comparison of results. Output results, 

such as stream flow, soil water storage, wetland storage, LAI and groundwater flow, were qualitatively 

assessed. This first step was designed to be mostly qualitative and educational. For more experienced 

SWAT users, and hydrological modellers, this step may be unnecessary. However, new user and 

practitioners should not overlook such a step.  

4.4.2 Automated Sensitivity Analysis and Calibration 

The initial automated sensitivity analysis and calibration was conducted for two reasons; 1) to automate a 

more robust sensitivity analysis; and 2) to assess automated calibration as a standalone process. Assessing 

parameter sensitivity and calibrating complex hydrological models can be difficult, monotonous and time 

consuming. Automated calibration programs are becoming increasingly popular and capable to effectively 

assess parameter sensitivity and calibrate model parameters. SWAT - Calibration and Uncertainty 

Program (CUP), was used in this study, which is a publicly available program that integrates several 

automated calibration and uncertainty methods with SWAT input/output files. The Generalized 

Likelihood Uncertainty Estimation (GLUE) method was used in initial and final calibration efforts to 

assess its ability to improve model predictions. The Sequential Uncertainty Fitting (SUFI2) method was 

also considered in auto-calibration trials but GLUE tended to provide more realistic parameter 

adjustments and has a more simplistic methodology for practical management application. One negative 

aspect of GLUE is that it required more time for additional simulations runs. 



67 
 

 

The GLUE and SUFI2 analysis is assessed by a P-factor term, which accounts for the percentage of 

measured data bracketed by the 2.5% and 97.5% level of the cumulative distribution of the output 

variable, the 95PPU. The strength of this P-factor is then assessed by an R-factor, which is the thickness 

of the 95PPU band divided by the standard deviation of measured data. A P-factor of one and an R-factor 

of zero represent a perfect fit, while a P-factor of 0.8-1.0 and an R-factor less than one is generally 

desirable. However, a high P-factor can be achieved at the expense of a high R-factor and vice versa.  

 

The GLUE procedure is a Monte Carlo method, which commences by sampling parameter set 

distributions, usually more than 5,000. These sets are assessed as behavioral or non-behavioral by a 

likelihood measurement threshold, generally the NSE. Behavioural parameters are given a likelihood 

weight against the total number of behavioral parameter sets. The final prediction uncertainty is given as 

the prediction quantile from the cumulative distribution realized from the weighted behavioral parameter 

sets. Further discussion and applications concerning GLUE are provided by Beven and Binley (1992), 

Blasone et al. (2008), Yang, J. et al. (2008) and Abbaspour (2012). 

 

Parameters included in this automated process were commonly reported as sensitive in the literature 

(Arnold et al., 2012) and those identified during manual sensitivity analysis. These parameters, along with 

their initial and final ranges, are outlined in Appendix F. Parameter ranges were assigned based on 

realistic values for a variety of conditions. Two iterations were conducted with GLUE, including 10,000 

simulations each. NSE objective function thresholds of 0.65 and 0.75 were defined for the first and 

second iteration, respectively. Downstream flow was considered for the first iteration and both upstream 

and downstream flows were considered for the second. The objective function weights of upstream and 

downstream observations were equal in this analysis. 
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4.4.3 Manual Calibration 

Manual calibration included multiple iterative steps outlined in Figure 10. This manual calibration first 

sought to balance total water yields, surface runoff and groundwater flow by a percentage difference 

criteria from annual observed data. Runoff was separated from total flow through application of a 

baseflow filter, as discussed in Section 3.6. A summary of manual calibration results and parameter 

adjustments are provided in Appendix G. 

 

During manual calibration, a water balance approach was conducted using a percent difference statistic, 

given in Equation [ 22 ], for annual observation periods. The correlation coefficient (R
2
, Equation [ 23 ]) 

and Nash Sutcliffe Efficiency (NSE, Equation [ 24 ]) statistics were also used for daily results, 

summarized annually. These two statistical criteria are the most widely utilized in hydrological modelling 

(Arnold et al., 2012). 
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Equations [ 22 ], [ 23 ] and [ 24 ], where Qm,i  is the measured flow on day i (m
3
 s

-1
), Qs,i is the simulated 

flow on day i (m
3
 s

-1
),  ̅  is the average measured daily flow (m

3
 s

-1
) and  ̅  is the average simulated 

daily flow (m
3
 s

-1
). 

 

Two iterations were conducted with different baseflow filter parameters. One iteration utilized filter 

parameters recommended for ephemeral streams with a porous aquifer, BFImax = 0.65 and a = 0.97 

(Eckhardt, 2005). Another filter approach applied two baseflow components: one for a perennial stream 
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with a porous aquifer, BFImax = 0.75 and a = 0.925, and another for a perennial stream with hard rock 

aquifer, BFImax = 0.25 and a = 0.955 (Eckhardt, 2005). Graphical separation of selected stream 

hydrograph events, using a linear semi-logarithmic approach, agreed most with parameters for a perennial 

stream with a porous aquifer. Even though these filter parameters are subjective, this method was the 

most appropriate separation approach, considering available data. This type of separation exercise is also 

recommended during model development (Arnold et al., 2012). Separation results are summarized in 

Table 4. The separation approach considering two baseflow components was used to adjust daily 

observed flows. The hard rock aquifer baseflow component was conceptualised to be equivalent to deep 

aquifer recharge, such that the flow was lost to the system in SWAT. This baseflow component was 

subtracted from daily observed flow to remove its influence on calibration statistics. Water balance was 

achieved by comparing deep aquifer recharge and this hard rock baseflow component over the observed 

periods. Graphical results from these two baseflow filter approaches are included in Appendix C. 

 

Parameters were first adjusted to achieve acceptable total water yield criteria, compared to observed 

discharge. After this, simulated water balance components were compared to the baseflow separation 

values, including surface runoff, shallow aquifer recharge and deep aquifer recharge. These were also 

assessed with the percent difference criteria for each annual observation period.  After this, criteria shifted 

to focus on timing and peak flow parameters, utilizing daily flow optimization statistics with R
2
 and NSE. 

Table 4. Annual observed water balance targets from baseflow separation. 

Year 
Baseflow 

Components 

Precipitation 

(mm) 

Surface Runoff 

(mm) 

Groundwater 

(mm) 

Deep Aquifer 

Recharge (mm) 

2009 Single 
564 

170 95 - 

2009 Double 129 92 44 

2010 Single 
792 

169 75 - 

2010 Double 121 84 38 

2011 Single 
807 

180 106 - 

2011 Double 135 100 51 

2012 Single 
711 

115 50 - 

2012 Double 86 54 25 
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Rainfall conditions were also evaluated over select periods to explore potential error and variability in 

their observed values and resultant simulation effects. The dates and rain gauge values considered are 

outlined in Table 5. Maximum and minimum rainfall values were integrated into simulations. All of these 

gauges are located no more than 15 km from the study area. As illustrated in Table 5, daily rainfall 

volumes varied up to 50%, or 30 mm, for some of these events. 

Table 5. Select dates and variable rain gauge data (mm rainfall). 

Date / Met Station REM02 REM06 REM04 

8/28/2011 91 81 66 

11/5/2010 70 44 39 

11/7/2010 29 29 39 

11/8/2010 43 29 50 

11/9/2010 28 24 35 

8/29/2009 50 48 38 

8/30/2009 19 23 20 

11/17/2010 28 16 20 

7/22/2010 58 40 29 

 

Sediment yields were only compared to TSS regression model results, as mentioned previously. There 

was limited observed sediment data and information to support confident parameterization of sediment 

production and reduction variables. No channel aggradation or degradation was simulated, nor were 

sediment transport coefficients altered. Again, there was limited data to support confident 

parameterization of these processes and no meaningful way to objectively identify different sediment 

source components. Suspended sediments, used in the regression model, are typically controlled by 

watershed production rates (Lord et al., 2009) and so may be less affected by channel and deposition 

processes. There are other sources and activities that can affect sediment yields not considered in this 

study. Herbicide spraying, control burning, road construction and road maintenance are all activities that 

are recognized to cause erosion and sedimentation issues in military training areas (Donigian et al., 2010). 

The MUSLE is limited by its inability to account for sub-daily and even daily erosion rates due to the fact 

that the USLE was only developed to provide annual estimates (Jeong et al., 2010). It is also limited in its 

ability to account for the second storm effect and other temporally variable erosion processes (Arnold et 
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al., 2012). Many erosion models also lack the ability to simulate the dominance of large storm events on 

long-term sediment yields (Wigmosta et al., 2007; Nearing and Hairsine, 2011). These complexities and 

limitations provide significant opportunities for advancement in observed sediment data and model 

simulations. 

4.4.4 Final Automated Calibration  

Final automated calibration with GLUE followed procedures similar to that in the initial sensitivity and 

calibration analysis. Two iterations were conducted: one considering downstream flow and a NSE 

threshold of 0.80; and another considering both upstream and downstream flows with a NSE threshold of 

0.80. Select parameters from the manually calibrated model were incorporated into the final automated 

procedure. Fewer parameters were considered and parameter ranges were smaller, compared to the initial 

analysis. These parameters and parameter ranges were selected based on knowledge gained from pervious 

steps, such a parameter sensitivity and watershed characteristics. CNs and soil percolation (DEP_IMP) 

parameters were lumped when considering downstream observations. When considering upstream and 

downstream observations, these two parameters were disaggregated based on their underlying soil 

conditions. The upstream and downstream drainage basins’ dominant soil groups were different so this 

provided more flexibility to match upstream and downstream observed values. Manual calibration gave 

this automated program a more accurate start point that is supported by qualitative analysis and subjective 

targets, such as water balance, that the automated computer algorithms do not consider. 
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5 Results and Discussion 

5.1 Hydrological Results and Discussion 

5.1.1 Manual Sensitivity Analysis and Model Familiarization 

Several important deductions were made during the qualitative familiarization step in the SWAT model 

development. Kerr Brook is a flashy watershed; high flows from runoff events are significantly larger 

than low baseflow conditions. Land cover conditions are also characterised with low reference CNs. Due 

to these characteristics, initial groundwater parameters had significant influence on flow rates. This 

sensitivity highlighted the importance of having an objective approach to estimate surface-groundwater 

flow ratios. A two-parameter digital baseflow filter was integrated into the manual calibration procedure 

because of this. This enabled a more objective approach to account for surface runoff and groundwater 

flow contributions. 

 

The groundwater reservoir framework in SWAT had limited ability to accurately predict extended 

baseflow conditions. The flashy nature of the hydrograph required rapid baseflow contributions, leaving 

no component for a slow baseflow recession to maintain extended flow conditions. There is only one 

groundwater reservoir in SWAT so this aquifer rapidly drained. This was not a large concern because 

event-based water quantity and quality was of prime interest for this study and baseflow would be 

unlikely to contribute sediments. Extended baseflow contributions were also generally small compared to 

event responses. An alternative baseflow filter approach was adopted during manual calibration because 

of this issue. This involved subtracting baseflow contributions from a conceptual hard rock aquifer from 

the observed data and then using these adjusted observations as a calibration target. Water balance was 

maintained by accounting for this loss in the deep aquifer recharge component in SWAT, which is 

considered as a loss to the system in this model. This process is further discussed in Sections 3.6 and 

5.1.3. 
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Difficulties were confronted when simulating vegetation conditions, primarily affecting ET processes. 

SWAT has issues simulating mature tree stands (Gautam, 2012) because plant growth sub-models were 

primarily designed for agricultural crops. Plant growth and biomass parameters proved to be problematic 

in this model. This primarily concerned difficulties in achieving reasonable LAI results. There is also 

limited data concerning vegetation conditions in the study area. For these reasons plant parameters were 

adjusted to provide a constant LAI to maintain constant canopy interception and ET effects. Further 

consideration of plant parameters and growth conditions were outside the scope of this study; however, 

remain to be an area for improvement. 

 

Occasionally, peak runoff events were simulated one day in advance of that observed. Adjusting routing 

parameters did little to alleviate this issue. This was expected to be largely due to the daily time-step used 

in this model. Many of these premature events received rain late in the day and the ability to transform 

this rain into runoff for the next day was limited by this daily time-step. The flashy nature of this 

watershed was also expected to exacerbate this issue. Hourly rainfall data can be used in SWAT and was 

used during the development of this model. However, issue were confronted with routing errors at an 

hourly time-step, which were suspected to be from errors in the model’s code. SWAT was not developed 

for high resolution temporal scales and most users evaluate results at the monthly or annual time-scale. 

Daily hydrological conditions were considered in this report because daily statistics were observed to be 

relatively strong and provided more insight into watershed conditions and simulation capabilities than 

monthly or annual reporting. Monthly and annual sediment yields were considered because there are 

limited references advocating support for daily reporting of sediment yield simulations with USLE 

derivatives. 
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5.1.2 Initial Automated Sensitivity Analysis and Calibration 

This step provided insight into parameter sensitivity; however, it did little to enhance model parameters. 

The manner in which this exercise was conducted may have limited its value since a significant number 

of parameters were included in this analysis over substantial parameter ranges.  

 

Parameter sensitivities are numbered in priority order in Appendix F based on α and t-stat ranking. Highly 

sensitive parameters were generally consistent between different automated iterations; however, this 

consistency was reduced for less sensitive parameters. In summary, the depth to impermeable layer 

parameter (DEP_IMP) was the most sensitive input variable. This parameter controls subsoil percolation 

rate which directly affects groundwater flow, soil moisture and SCS CNs with a soil moisture adjustment 

factor. A SCS CN adjustment factor (CNCOEF), considering antecedent climate conditions, was among 

the most sensitive parameters. Groundwater delay (GW_DELAY) and a surface runoff lag parameter 

(SURLAG) were also generally sensitive. The flashy nature of the hydrograph supports the assumption 

that these two parameters were not highly influential in event hydrology, so they were generally not 

considered in further calibration efforts. Oddly, the sensitivity of SCS CNs, categorized into their LULC 

classes, were highly variable and generally not very significant. However, this is consistent with a 

previous study in New Brunswick where SCS CN adjustments did not significantly affect flows (Yang, 

1997). Also, the rapid groundwater contributions in this watershed would also reduce the sensitivity of 

CNs. In the GLUE analysis SCS CNs ranked from 7
th
 to being insignificant (α > 0.1). Disaggregating the 

SCS CNs into their LULC classes may also be attributable to its relative insensitivity. 

 

Many parameter dot plots did not converge to a specific range. Dot plots were constructed for each 

parameter included in the analysis; the parameter adjustment (x-axis) and resultant objective function 

value (y-axis) are displayed in these plots. Two example dot plots are displayed in Figure 11, where the 

CN is seen to converge to zero, indicating that no adjustment is necessary, and the groundwater recession 
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constant (ALPHA_BF) does not converge, indicating many adjustments were capable of achieving strong 

statistical criteria. A dot plot is observed to converge when there is a significant improvement in the 

objective function within a certain adjustment range. Many of these plots did not converge, indicating no 

specific adjustments were capable of achieving significantly improved results. These plots also indicated 

that many parameter adjustments were capable of achieving reasonable results and provided insight into 

parameter uncertainty and prediction equifinality, where many parameter sets are capable of matching 

observed results. 

  
 

Figure 11. Converging parameter (left) and non-converging parameter (right) dot plots. 

Calibration results displayed a tendency to over predict post-event baseflow recession and extended 

baseflow conditions. Observed baseflow and recession characteristics were generally at the minimum 

range of the 95PPU. Peak flows were both under and over predicted. Automated GLUE analysis 95PPU 

results, for 2010 and 2011, only considering the observed downstream discharge are included in Figure 

12. In this figure the upper and lower 95PPU limits for simulations meeting the objective function criteria 

are displayed by a 95PPU band, along with the observed values. Observed values occasionally fall outside 

the 95PPU band. This occurs once during a high flow event which may be an indication of poor rainfall 

data or poor conceptualization of water storage features. Late fall observations occasionally falling 

outside the 95PPU band may be attributable to snowfall and poorly simulated winter hydrology processes. 
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Small runoff events, throughout the spring and summer, outside the 95PPU band could be a function of 

VSA hydrology or poor rainfall data, to name a few potential causes for these errors. 

 

 

Figure 12. 95PPU plots from the downstream GLUE analysis. 
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5.1.3 Manual Calibration 

Manual calibration demanded the most extensive effort in this analysis, resulted in the most informative 

deductions and yielded the best simulation results. A summary of selected simulations in this procedure 

are given in Appendix G, including parameter adjustments and resultant statistics. Approaches using 

different baseflow filter parameters also resulted in significant parameter changes. Daily downstream 

outflow results for the initial simulation, Sim(1), and the final simulation, Sim(r4), are displayed in Figure 

13. Sim(1) was conducted using the single component baseflow filter, while Sim(r4) was conducted using 

the two component baseflow filter. Observed values between these two simulations are different because 

of this; Sim(1) displays the actual observed flow, while Sim(r4) displays the observed flow less the hard 

rock aquifer baseflow component. 

 

Daily flow statistics and water balance simulations for the manually calibrated model were generally 

strong. Daily downstream discharge was well simulated for both years (NSE = 0.73-0.79 and R
2 

= 0.86-

0.88). The total simulated water yield compared well to the observed water yield (%d = -2%). Surface and 

groundwater components were also well balanced, compared to baseflow filter targets (%d = -11 to 10%). 

This criteria was satisfactory compared against literature criteria, even when summarized at the monthly 

time-scale (NSE > 0.5, R
2 

> 0.6 and %d < 15%) (Engel et al., 2007; Jeong et al., 2010; Arnold et al. 

2012). The final accepted simulation, Sim(r4), had statistics slightly weaker than other iterations. 

However, the baseflow separation component considered additional complexities with multiple 

groundwater aquifers, which better represents actual conditions. This approach was also supported from 

graphical baseflow separation results. 

 

From the initial parameter set, all SCS CNs were increased. This may be attributable to poor drainage 

conditions created by military activity, such as cross-country vehicle manoeuvres. This may also be from 

soils being inaccurately classified. Soils may have slower drainage conditions due to high soil moisture 
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conditions and shallow restricting layers. However, with the need to have a rapidly responding 

groundwater aquifer (GW_DELAY = 0 and ALPHA_BF = 0.99), these CN adjustments had only minor 

effects on the daily stream hydrograph. These adjustments were more sensitive when considering deep 

aquifer loss with the two component baseflow filter. 

 

The plant water uptake coefficient (EPCO) was also reduced to increase total water yields. Annual ET 

predictions seemed excessively high at 650 mm yr
-1

, compared to literature reports in the order of 

440 mm yr
-1

 (Fernandes et al., 2007). Average PET for the two eco-districts this watershed borders is also 

in the order of 556 mm yr
-1

 (Marshall et al., 1999), compared to a PET of 777 mm yr
-1

 simulated in this 

model. There are two primary possibilities that may explain these discrepancy; 1) simulated PET and ET 

may be realistic and reflect climate change and localized land cover conditions; and 2) the model is over 

predicting ET rates because of poor parameterization, most likely with vegetation related parameters. 

While annual ET rates are observed to be increasing in Atlantic Canada (Fernandes et al., 2007), this 

simulated increase seems excessive. The latter possibility is more likely and calls for additional attention 

to plant, soil and ET parameters. 

 

The model had difficulty simulating extended baseflow conditions, as discussed previously. Reducing 

percolation rates, by reducing the depth to impermeable layer (DEP_IMP), improved these results but to a 

limited degree. Also, only small areas of the watershed were able to accommodate this adjustment to 

ensure extended baseflow conditions were not over predicted. This included HRUs with level topography 

or HRUs underlain by Tracy Loam. Both of these adjustments may be realistic and both had significant 

influence on the upstream drainage basin. 
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Figure 13. Observed and simulated downstream daily discharge for Sim(1) and Sim(r4). 
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Wetlands proved to be an effective means to reduce over simulated high flow events. They also were 

capable of altering total water yields. Wetland surface areas and drainage areas were estimated from Wet 

Area Mapping; however, no data were available concerning depth, volume or infiltration characteristics. 

One wetland in sub-basin three (SB3) was integrated into this model to improve water yield and peak 

flow statistics. These parameters are outlined in Appendix G. Another significant wetland identified by 

Wet Area Mapping in the upstream sub-basin (SB1) was not integrated into this model because water 

yields and peak flows were generally under simulated. This highlights potential error with this approach 

and other hydrological parameters. There is opportunity to improve parameterization and simulation of 

wetlands in this research approach, especially because many wetlands were observed to be impacted by 

beaver activities. 

 

Minimizing observed rainfall data, based on adjacent meteorological stations, resulted in some peak daily 

discharge simulation being reduced up to 4 m
3
 s

-1
, or 60%. These adjustments significantly improved 

some high flow events but also degraded simulations for some medium flow events. Typically, average 

annual precipitation values between the three meteorological stations considered in this analysis varied 

within ± 1%; however, this ranged up to 10% at times. For example, in 2012, the REM02 station had an 

average annual precipitation 10% higher than both REM04 and REM06. Inconsistent climate record 

intervals between these stations limited the number of comparable periods.  Additional study and 

consideration of climate patterns in this area have potential to significantly improve simulation results.  

 

One limitation in this manual approach was that there was little consideration of water storage within the 

watershed. This limitation may be exacerbated by the fact that water balance calibration considered 

observation periods generally from late spring to late fall. While annual water balance storage can 

approach a zero net change, seasonal water storage variations may be significant. The model’s 

hydrological elements may also poorly represent some water storage components. No extended aquifer 

storage was considered; aquifers typically drained completely several days after a rainfall event. Soil 



81 
 

storage may also be poorly simulated because there was little data concerning the total soil profile depth 

and groundwater depth. Micro-surface depressions were also not included in this model, such as extended 

water storage in vehicle ruts or small depressions. While wetlands were considered in this model, wetland 

characteristics were subject to significant uncertainty. 

5.1.4 Final Automated Calibration 

Final auto-calibration conducted with GLUE improved NSE and R
2
 statistics, but at the cost of 

deteriorating water balance statistics. The best simulation from the GLUE auto-calibration, only 

considering downstream discharge, achieved improved daily discharge statistics for both years 

(NSE = 0.82-0.91 and R
2 

= 0.83-0.91); however, the total water balance deteriorated (%d = 14-17%). 

Also, surface and groundwater balance components deteriorated, compared to the baseflow filter targets 

(%d= -82 to 70%). Most parameter ranges did not significantly converge and 5,665 of the 10,000 

simulations were capable of meeting the threshold criteria (NSE > 0.8). 95PPU statistics were also 

generally poor (P-factor = 0.51 and R-factor = 0.36). The 95PPU plot, considering only downstream flow, 

is displayed in Figure 14. 

 

When considering upstream and downstream observations, GLUE was still able to improve downstream 

simulation results (NSE = 0.75-0.89 and R
2 

= 0.78-0.89); however, 95PPU statistics were unsatisfactory 

(P-factor = 0.12 and R-factor = 0.09). The best simulation’s total water balance was still strong 

(%d = -2 to 4%); however, surface and groundwater components were weak, compared to the baseflow 

separation targets (%d= -58 to 53%). A similar pattern was also apparent for upstream statistics, with 

simulations generally underestimating observed values. Results, parameter adjustments and parameter 

sensitivity rankings for this analysis are summarized in Appendix F. 
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Figure 14. 95PPU plot from the final downstream GLUE analysis. 
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Observed discharges were still generally at the lower limit of the 95PPU band, similar to the initial GLUE 

analysis. SWAT also displayed a tendency to simulate elevated baseflow recession discharge, while still 

achieving reasonable statistics. Similar issues from the initial GLUE analysis, regarding observations 

falling outside the 95PPU band, were also apparent in this analysis. Again, these issues were primarily 

suspected to be due to poor rainfall data, conceptual water storage errors and poor winter hydrology 

simulations. All automated calibration approaches degraded water balance statistics, and had relatively 

poor P and R-values. The best simulations from these automated approaches were rejected due to these 

issues and the manually calibrated model was retained for validation. Many simulations were capable of 

achieving strong statistics and most parameter ranges did not converge to informative values. This 

analysis highlighted important aspects of parameter uncertainty and model equifinality, particularly if no 

hydrograph separation analysis is considered. 

5.1.5 Validation and Final Remarks 

Model simulations were more effective during the calibration time periods than the validation periods in 

2009 and 2012. Validation statistics are summarized in Table 6 and daily downstream discharge is 

included in Figure 15. Observed and simulated downstream discharge plots are also displayed in Figure 

16. There were several events in 2009 where peak flows were simulated one day in advance of observed 

flows. This is likely attributable to the daily time-step used in SWAT, as previously discussed. This 

significantly impacted NSE and R
2
 statistics but had less influence on water balance statistics. In 2012 

flows were consistently over simulated during the fall period. The first rainfall event of this season was 

the largest in the entire simulation period, with 118 mm falling at REM02 on 9/5/2012. It is suspected that 

this error is attributable to a disturbance that this storm event caused to the stream channel or data level 

logger, disrupting the stage-discharge relationship of the monitoring site. It is also possible that this error 

may be attributable to a conceptual error in the model, in the form of some storage component. This event 

was preceded by an extended dry period which may have emptied a storage component usually full during 

normal water years, such as wetlands, groundwater storage or surface depressions. However, it is 
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suspected that this is unlikely considering this overestimation persisted for more than a month, which 

included multiple runoff events. This is further supported by the fact the upstream flow conditions were 

generally well simulated for 2012. The only depth-discharge measurement in 2012 at this location was 

conducted in August by DFO personnel. 

Table 6. Downstream and upstream validation statistics. 

Year 
Total Yield 

%d 

Surface 

Runoff %d 

Groundwater 

%d 

Deep Aquifer 

Recharge %d 
NSE R

2
 

Downstream 

2009 -2 53 -81 -89 0.47 0.5 

2012 -73 -92 -43 -56 -0.46 0.64 

Upstream 

2009 34 66 -17 4 0.47 0.50 

2012 -12 -17 2 38 0.54 0.62 

 

Over the entire simulation period there were zero days when downstream flows fell below 0.005 m
3
 s

-1
, 

64 days when flows fell below 0.01 m
3
 s

-1
, and 150 days when flow fell below 0.02 m

3
 s

-1
. Using the 

single component baseflow filter and accounting for no deep aquifer recharge 83, 101 and 145 days were 

simulated for these daily flow intervals, respectively. This indicated that low flow conditions were 

generally underestimated. Observed values, less the hard rock aquifer baseflow filter component, saw 

207, 300 and 351 days where these flows were observed, for the respective intervals above. This 

corresponded to 281, 322 and 385 days where simulated values match these flow intervals, respectively. 

This showed that utilizing the two component baseflow filter approach slightly improved the ability to 

account for low flow conditions. 
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Figure 15. Downstream discharge validation period. 

Upstream results for the validation periods in 2009 and 2012 varied; discharge values were both 

overestimated and underestimated. Mid-range flows were generally well simulated, while high flows were 

either over or underestimated. Total water balance for these two years ranged from 34% to -12%. Surface 

runoff, groundwater flow and deep aquifer recharge values ranged from 66% to -17%, 2% to -27% and 

4% to 38%, respectively. Upstream simulations in 2009 achieved a NSE = 0.47 and R
2 
= 0.50, while 2012 

simulations achieved a NSE = 0.54 and R
2 
= 0.62. The flat topography, well forested conditions, dominant 

Tracy Loam soil coverage and proximity to another eco-region are unique conditions of the upstream 

drainage basin which may account for some of these errors and provides additional opportunity for model 

enhancements in order to improve these results. Additional upstream results are located in Appendix H. 
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Figure 16. Observed and simulated downstream discharge plots. 

5.2 Sediment Results and Discussion 

Monthly sediment yields were relatively adequate with no calibration to sediment parameters, such as 

slope length (SLSUBBSN), cover-factors (USLE_C), and vegetated filter strip parameters. Sediment 

yield results from the two component baseflow separation method, compared to the TSS regression 
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model, are summarized in Table 7. Monthly sediment yields from the TSS regression analysis and final 

SWAT simulation, Sim(r4), are displayed in Figure 17. 

Table 7. Downstream sediment yield statistics summary. 

Year %d NSE R
2
 

2009 44 0.38 0.86 

2010 6 0.91 0.97 

2011 -47 0.47 0.67 

2012 -217 0.88 0.64 

 

Upstream sediment yields were consistently overestimated, compared to the regression model. Annual 

sediment yields for the upstream monitoring location varied between 84% and 363%. This consistent 

overestimation is suspected to be attributable to the flat topography of the upstream drainage basin and 

because most low order streams are well buffered with forest areas. The model also tended to 

underestimate peak flows from many runoff events, and this would also reduce erosion rates and sediment 

yields. Low slope HRUs may require refined slope classification categories, such as an additional slope 

category between 0-4.5%. The majority of this upstream drainage basin is underlain by Tracy Loam 

which was estimated to be more erodible that other soils in this watershed, so soil erodibility may be a 

source of this error. Land cover proportions for the upstream drainage area are similar to the entire 

watershed so land cover parameters were not suspected to be a source of this error. Wetlands may reduce 

sediment yields but wetlands were not included in the upstream drainage basin due to under simulated 

discharge conditions. Additional upstream sediment results are location in Appendix H. 

 

Even though simulated sediment yields may be considered adequate, this does not mean that this model is 

accurately simulating true erosion and sedimentation patterns. There are three main components which 

may account for significant uncertainties related to sediment yield variables: 1) errors in the TSS 

regression model; 2) inaccurate model parameters affecting various processes, such as surface runoff, 

vegetation cover and vegetated filter strips; and 3) conceptual errors in the model that lacks the ability to 

account for certain erosion processes, such as gully and channel erosion. 
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Figure 17. Downstream monthly sediment yields. 

It can be seen from monthly sediment yields results, in Figure 17, that fall storms tend to dominate TSS 

yields. The spring freshets occasionally contributed large sediment yields but these were generally less 

than fall events. This is slightly suspicious because spring snowmelt events and other post-winter 

processes are commonly recognized to contribute to significant sediment yields (Milburn and Prowse, 

1996; Yang et al., 2011). The regression model results are generally higher than the SWAT simulations. 

This difference may be attributable to conservative erosion related parameters, or be due to other erosion 

processes not simulated in this model. Also, that fact that this model did not simulate many sediment 

reduction features, such as vegetated filter strips, grassed waterways and surface depressions, indicate that 

erosion rates may be generally underestimated; however, this may correspond to underestimated sediment 

deposition rates as well.  
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6 Recommendations 

Providing a series of recommendations was one of the objectives of this study. These recommendations 

are designed to target continued academic research and practical studies for military land managers. There 

are three different avenues for technical recommendations related to this field of study: 1) expansion of 

the spatial and temporal scale of this modelling exercise; 2) refinement of model parameters and 

observation data; and 3) enhancements to environmental modelling processes. Recommendations 

regarding a strategic model application approach are also discussed. These avenues are overarched by the 

strong recommendation that an integrated land management strategy be adopted for military lands. 

Stakeholders require effective and practical guidance tools to make optimal use of their real-estate assets, 

and resources used to manage them. Collaborative effort in selecting and achieving goals, extensive 

monitoring efforts and objective resource allocation are just a few crucial components of such strategies. 

A well designed management approach is the optimal manner to meet operational, environmental, 

economic and social goals under present and future conditions. 

6.1 Model Expansion 

There is sufficient climate and hydrometric data available to expand the SWAT model in the Gagetown 

RTA. There are three drainage areas within the RTA: the Nerepis River to the south; the Saint John River 

to the north and east; and the Oromocto River to the west. The Nerepis River has the most comprehensive 

data set available and the majority of manoeuvre training areas drain into this watercourse. With 

continued data refinement of SWAT parameters and observed data, this model could be developed for this 

drainage basin for an extended time period. Significant land clearance operations should be included in 

this model analysis to evaluate changing landscape effects. This development may enable land managers 

to predict hydrological and water quality impacts from future landscape alterations. This is an important 

time to consider this research as there are desires, and a growing requirement, to expand current 

manoeuvre areas. 
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6.2 Data Refinement 

There are numerous approaches that could be applied to reduce parameter uncertainty in the SWAT 

model. First and foremost, sediment fingerprinting with continued flow, turbidity and event-based TSS 

monitoring is anticipated to be the most valuable and informative data. There is increasing interest in the 

use of sediment fingerprinting as a conventional watershed management tool, as discussed in Section 2.3. 

Findings from such a study would provide immediate and clear direction for erosion and sediment control 

strategies. This data would also provide valuable calibration and validation data for landscape, road and 

channel erosion processes. Continued monitoring of stream flow, turbidity, TSS and stream temperature 

would also provide data that could be used in support of additional calibration and validation efforts. 

Expansion of the event-based TSS monitoring data set would enable a more precise and accurate analysis 

of actual sediment yields. As this database expands, sufficient information would be available to support 

the use of daily event mean TSS concentrations, rather than utilizing regression approaches. 

Documentation of TSS grain size distribution, in a qualitative and quantitative manner, may also be 

valuable. This may provide insight into stream power conditions and stream sediment deposition and re-

suspension patterns. 

 

Baseflow separation remains to be a subjective procedure accompanied by substantial uncertainties. 

Hydrograph separation tracer tests, as discussed in Section 2.1, are expected to be the most effective 

means to objectively conduct this separation. Accurate hydrograph separation is crucial for accurate 

simulation of surface runoff and corresponding erosion rates. A clear understanding of these runoff 

characteristics, and the linkages to different land cover conditions, is important for model 

parameterization and alternative cover scenario evaluations. 

 

Numerous reports in the literature utilize remote sensing techniques, supplemented with field survey data, 

to guide parameterization of vegetation and cover conditions. This was discussed in Section 2.5. These 

are important factors when concerned about distributed erosion processes. Properly characterising land 
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cover conditions would enhance model parameterization and provide immediate guidance to target 

localized mitigation efforts. Bare soil surveys and remote sensing data are available for Gagetown; 

however, limited effort has been made to compile this information in order to objectively characterise 

land cover conditions. Traffic data and trafficability conditions are also available for Gagetown. An 

analysis should be developed considering all these factors and how they impact land cover conditions. 

Remote sensing approaches could also be used to objectively classify parameters, such as vegetated filter 

strips and slope lengths. 

 

Rainfall data is a critical component in all hydrological models. Variability among meteorological stations 

in Gagetown indicate that climate patterns may be more complex than the simple meteorological station 

assignment used in SWAT and this study. Rainfall data could be improved upon by conducting a robust 

statistical analysis of available rainfall data, utilizing different rainfall distribution methods discussed in 

Section 2.1. This could also incorporate consideration of provincial radar data, eco-district boundaries and 

topographical data. 

 

Further analysis considering different HRU definition, and cover thresholds should also be considered. 

Barren areas were simulated as unique land cover category in HRU analysis with a 1% cover threshold. 

This is excessively small compared to recommendations in the literature. It may be appropriate to lump 

barren areas into different land cover categories or utilize different cover thresholds for HRU definition. 

Validation of barren area GIS data is also recommended. 

6.3 Modelling Enhancements 

The following section provides a brief overview of alternative modelling approaches and SWAT 

enhancements.  No single model is available that can accurately simulate all physical processes in a 

watershed.  A balance must be struck between model complexity, data availability, and modelling goals.  

In this particular research program, SWAT was selected based on its characteristics and information 
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provided in the literature.  Nevertheless, there are additional opportunities to apply other models to this 

situation. This study focused on landscape hydrological, erosion and water quality processes. Only field 

erosion and sedimentation processes were considered with a limited distribution of land cover categories. 

This approach was a significant and necessary simplification of natural watershed conditions for this 

investigation. However, it is particularly limited in accounting for highly distributed runoff, erosion and 

sedimentation processes. This includes complex and dynamic channel processes that are simplified or 

neglected in the SWAT model. Some of these limitations could be removed or their effects decreased by 

enhancements to the SWAT model. Alternatively, a completely separate modelling approach may prove 

worthwhile. 

 

There are several simple and conventional enhancements that could be incorporated within the SWAT 

model itself. First, the integration of multiple groundwater reservoirs could be conducted to enable better 

simulation of post-event and extended baseflow contributions. Second, VSA hydrology could be 

integrated into the model, as discussed in Sections 2.1 and 2.9. This may enhance hydrological 

predictions and identify localized areas more susceptible to runoff and erosion. Incorporation of inter-

HRU interactions, such as upland and lowland sediment transport processes, could also be utilized. A 

refined time-scale may be valuable to consider within SWAT or another modelling program; however, as 

the study area increases this refined time-scale may not be necessary. 

 

SWAT is limited in its ability to account for detailed, physically-based erosion and sediment transport 

processes. There are many models that can compensate for this limitation when applied to small 

watersheds or hillslopes. These models could be used in conjunction with SWAT to develop a multi-

scale, hybrid approach to hydrological, erosion and sedimentation simulations. The USPED model is 

suspected to be a simple and effective tool for this type of application. Other, more complex models could 

also be used, such as LISEM or DHSVM. However, the enhanced complexities and resources required for 
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the development of these physically-based models may not be effective within a practical management 

strategy. 

 

Additional consideration of stream channel aggradation and degradation is highly recommended. This 

requires more detailed hydraulic simulations for river systems. Hydrologic disturbances within the study 

area may be significant and be attributable to channel instability. This instability may account for 

significant sediment yields and habitat degradation. Identifying quantitative relations between detailed 

hydrographic data and erosion processes may assist in the design of stormwater and hydraulic structures. 

This would also clarify the link between land management practices and river system impacts, which will 

enable effective selection of management approaches. 

6.4 Modelling Application Strategy 

Strategic watershed management approaches can take many different forms. One approach regarding 

modelling applications is recommended and discussed below. Such an approach could only be executed if 

substantial time and resources are dedicated to developing these models and instilling confidence in their 

results, by methods such as the recommendations previously discussed. The complexities of watershed 

processes and conditions at military installations would most effectively be addressed by multiple models, 

applied at different spatial scales, and focusing on different processes. One model application strategy for 

a sediment control framework is outlined in Figure 18. 
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Figure 18. Model application functions and strategy. 

First and foremost, problems need to be identified and clear management goals need to be selected. These 

problems and goals are selected considering monitoring data, environmental regulations, guidelines and 

eventually modelling simulations. This initial step evolves over time as information regarding these 

different considerations is improved upon. Monitoring data alone may provide guidance to establish 

management procedures and mitigation efforts; however their effectiveness can only be proven with 

continued monitoring and on a trial and error basis. This may lead to substantial investments of time and 

resources on ineffective management and mitigation practices. Alternatively, monitoring data can be used 

to develop, calibrate and validate environmental simulation models. When reasonable confidence is 

achieved in these models, then different management and mitigation strategies can be evaluated without 

committing resources. The optimal strategy can then be selected based on scientifically defensible logic. 
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Continued monitoring, and consideration of problems and goals, is still required to validate simulated 

management strategies; however, these strategies are more likely to be successful. 

 

SWAT could be a key component in a model application strategy. It would primarily be used to evaluate 

different landscape alteration effects on watershed hydrology and sedimentation processes. Different 

landscape scenarios could be evaluated for their water quality guideline exceedance probabilities and the 

optimal scenario could be selected based on desired water quality goals. Watershed cover scenarios could 

also be evaluated to target water yield goals and/or desired baseflow conditions. Selected landscape 

mitigation practices could also be evaluated. The benefit of tillage practices on newly cleared field or 

large wetland construction projects could be used to estimate their impact on water quantity and quality 

targets. HRUs and sub-basins identified by SWAT as highly erosive landscape could be properly 

prioritized and targeted for mitigation efforts and/or more distributed erosion modelling simulations. This 

could include the application of the USPED model to guide localized sediment control measures, such as 

revegetation, riprap armouring, mulching and check dams. Identifying these localized erosion areas may 

be relatively straightforward; however, modelling the effects of sediment reduction structures would 

require highly distributed, physically-based models, which may not be suitable in practical management 

strategies at this time. Hydrological information generated in SWAT could also be used to feed 

distributed hydraulic models. Detailed hydraulic models could then be used to assess channel stability, 

primarily with respect to critical erosion thresholds, based on alternative watershed hydrological 

conditions. 
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7 Conclusions 

Hydrological disturbances and erosion can have significant and detrimental impacts on terrestrial and 

aquatic environments. Canadian military training grounds are susceptible to such issues and should take 

appropriate action to mitigate these problems. This will ensure that sustainable conditions are maintained 

to meet operational requirements and maintain the environmental integrity of these landscapes. At this 

time, military land managers have limited, quantitative understanding of watershed processes and how 

they are affected by the diverse and unique conditions of these training areas. Practical management tools, 

combined with integrated management strategies, will enable these land managers to efficiently achieve 

these goals. Numerical watershed models, such as the Soil Water Assessment Tool, are a valuable utility 

that can provide practical and scientifically defensible knowledge to guide such management strategies. 

 

The Kerr Brook SWAT model adequately simulated stream discharge during the observation periods 

from 2009-2011. The best simulation predicted acceptable total water yields (%d = -6 to -2%) and 

adequate daily flow statistics (NSE = 0.47-0.79 and R
2 

= 0.50-0.88). Surface and groundwater 

components were also well simulated, compared to baseflow filter targets (%d = -11 to 10%). This is not 

to say the model confidently simulated the natural hydrological cycle. Uncertainties associated with 

surface runoff and baseflow ratios, soil storage, ET, wetland storage and deep aquifer loss may be 

significant. Many parameter combinations were capable of achieving satisfactory statistics during 

automated calibration approaches. Subjective baseflow filtration, along with manual calibration, proved to 

be the most effective means to achieve a unique and defensible solution in this application. Simulations 

failed to effectively predict flow conditions in the fall of 2012; however, this was suspected to be 

attributable to an error with the observed data during this period. Due to this error, 2012 results were 

neglected in the statistics reported above. 
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Sediment yields estimated by a regression model compared well with the SWAT model results from 

2009-2011. Annual sediment yields calculated with these two models for the downstream monitoring 

locations achieved reasonably similar results (%d = -47 to 44%). Upstream sediment yields were not as 

agreeable (%d = -76 to -275), with the SWAT model consistently overestimating yields. Sediment 

parameters were not calibrated within the SWAT model and there was limited integration of sediment 

reduction structures, such as vegetated filter strips and wetlands. Simulations failed to effectively predict 

sediment yields for 2012; however, this was largely due to suspected errors with the observed flow data. 

Due to this error, 2012 results were neglected in the statistics reported above. 

 

This research has demonstrated that SWAT is a capable and effective tool for simulating large-scale 

hydrological and erosion processes. There were many limitations of this model but limiting 

simplifications make this model a good candidate for a practical management tool. There are also many 

different approaches that may be capable of compensating for these current limitations. With continued 

research, hydrological and water quality impacts from select military activities and landscape alterations 

may be assessed with this model. Select management practices, such as mulching, wetland construction 

and tillage operations, also have the potential to be simulated in this model in order to guide land 

management strategies. 
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Appendix A Initial Watershed Parameters 
 

General Watershed Parameters: 

Process Parameter Description Value 
Total  

Range 
Remarks/References 

Default reference (Neitsch et al., 2011) 

Su
rf

ac
e 

R
u

n
o

ff
 

CN2 SCS CN (average moisture, HYDGRP) A, B, C, D 0-99   

FRST Mixed Forest (Good) 30, 55, 70, 77 30-83 Undisturbed 

RNGE Grasslands (Poor) 68, 79, 86, 89 30-89 Vehicle disturbance 

RNGB Brush lands 35, 56, 70, 77 30-89 Occasional vehicle disturbance 

BARR Barren lands, roads & tracks 74, 84, 88, 90 72-94 Average gravel/dirt roads/fallow 

HYDGRP Soil Hydrologic Group - A-D Various soil surveys 

TRCL Tracy Loam C B-C   

PGSL Parleeville Gravelly Sandy Loam B A-B   

CNCOEF Weighting Retention Coefficient 1 0.5-2.0 Default for ET method 

CNOP Operation CN adjustment - - No operations simulated 

CH_N(1) Tributary Channel Manning's n 0.04 0.025-0.15 Clean, winding, pools, shoals (French, 2001) 

SURLAG Runoff lag Coefficient 4 1-24 Flashy hydrograph 

CH_K(1) Transmission losses (mm/hr) 0 0-300 Wet area with non-zero baseflow 

Ev
ap

o
tr

an
sp

ir
at

io
n

 

Canmx Maximum Canopy Storage (mm) 0 - (USEPA, 2000) 

FRST Mixed Forest 4 0-5   

RNGE Grasslands 1 0-5   

RNGB Brush lands 2 0-5   

BARR Barren lands, roads & tracks 0 0   

EPCO Plant Uptake Compensation Factor 1 0.01-1 (USEPA, 2000) 

FRST Mixed Forest 0.8 0.6-0.8   

RNGE Grasslands 0.6 0.4-0.6   

RNGB Brush lands 0.7 0.6-0.8   

BARR Barren lands, roads & tracks 0.4 0.1-0.4   

ESCO Soil Evaporation Coefficient 0.95 0.01-1 Default 
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G
ro

u
n

d
w

at
er

 

GW_DELAY Aquifer Recharge Delay Time (days) 0.25 0-10 Flashy hydrograph, low baseflow 

GWQMN Baseflow Water Level Threshold (mm) 0 0-5000   

ALPHA_BF Baseflow Recession Constant 0.9 0-1 Flashy hydrograph, low baseflow 

REVAPMN Aquifer Revaporization Threshold (mm) 0 0-500   

GW_REVAP Revaporization Coefficient 0.02 0.02-0.2 Default 

RCHRG_DP Deep Aquifer Percolation Coefficient 0.05 0-1 Default 

Er
o

si
o

n
 

USLE_K Soil Erodibility (0.013 metric ton m
2
/(m

3
-metric ton cm)) - -   

TRCL Tracy Loam 0.13 0.12-0.36 See soil parameters 

PGSL Parleeville Gravelly Sandy Loam 0.11 0.09-0.28 See soil parameters 

USLE_C Minimum Cover Factor - - Various (variable) reports 

FRST Mixed Forest 0.001 0.0-0.02   

RNGE Grasslands 0.1 0-0.45   

RNGB Brush lands 0.05 0-0.4   

BARR Barren lands, roads & tracks 0.5 0.2-0.5 Mixed road classes and barren areas 

USLE_P Support Practice Factor 1 1 No support practices 

ROCK Percent Rock in Soil Layer (1) - -   

TRCL Tracy Loam 20 10-30 Measured by weight 

PGSL Parleeville Gravelly Sandy Loam 70 50-80 Stony 

SGSL Sunbury Gravelly Sandy Loam 70 50-80 Stony 

C
h

an
n

e
l P

ro
ce

ss
es

 

CH_N(2) Main Channel Manning's n 0.05 0.025-0.15 Low slope, stones, clean 

CH_K(2) Channel transmission losses, hydraulic conductivity (mm/hr) 0 - Humid, wet area. 

EVRCH Evaporation Adjustment Factor 0 - Assume negligible 

CH_EQN Sediment Routing Method 0 - Default, Simplified Bagnold Equation 

all Channel Erosion Method Inactive - Not in Scope 

PRF Peak Rate Adjustment Factor Main Channel 1 0-2 Default 

SPCON Sediment Transport Coefficient 0.0001 - Default 

SPEXP Sediment Transport Exponent 1 - Default 
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C
lim

at
e

 

ISED_DET Maximum Half-Hour Rainfall Method 1 0,1 Monthly max, reduce variability. 

PCPMM Monthly Average Precipitation (mm) 120 (Nov) 88-128 Affects max half hour rainfall (Marshall, 1999) 

PCPD Monthly Precipitation Days (days) 10 (Nov) 8-10 (US WGN Station 183645) 

RAINHHMX Monthly Maximum Half Hour Rainfall (mm/30min) 10 (Aug) 6.5-10 May be low (US WGN Station 183645) 

M
is

c.
 

Plant Growth LAI, Biomass, Residuals, etc. Various - Adjusted to produce stable LAI and BIOMASS. 

BLAI Maximum LAI (m
2
/m

2
) - - Adjusted to maintain constant LAI 

FRST Mixed Forest 5 -   

RNGE Grasslands 2.5 -   

RNGB Brush lands 3.5 -   

BARR Barren lands, roads & tracks 0.01 -   

Management n/a nil - Removed kill/harvest ops 

Filter Strips n/a nil - Potential refinement 

Wetlands n/a nil - Potential refinement 

 

Soil Parameters: 

Layer 
SOL_Z 
(mm) 

HYDGRP %Sand %Silt %Clay SOL_BD SOL_AWC 
AWC 

Range 
Permeability 

(cm/hr) 
SOL_K 

(mm/hr) 
K 

Range 
Rock 

(Mass%) 
DEP_IMP 

Soil Type: Tracy Loam (TRCL) 

1 235 C 40 39 20 1.0 0.2 0.2-0.28 1.1 10.0 15-50 20 (L) 6000 

2 750 B 50 30 17 1.3 0.12 0.12-0.24 3.5 35.0 50-150 - - 

3 1000 C 55 26 20 1.6 0.11 0.11-0.2 0.9 2.0 0.5-10 - - 

Soil Type: Parleeville Gravelly Sandy Loam (PGSL) 

1 145 B 52 29 16 1.0 0.14 0.13-0.2 28.0 30.0 50-150 70 (M-H) 6000 

2 500 B 75 14 11 1.3 0.13 0.12-0.2 64.8 65.0 50-150 - - 

3 1000 A 77 14 9 1.6 0.03 0.02-0.1 7.5 73.0 30-250 - - 

Soil Type: Sunbury Gravelly Sandy Loam (SGSL) 

1 125 B 52 29 16 1.0 0.14 0.13-0.2 - 30.0 50-150 70 (M-H) 6000 

2 675 B 75 14 11 1.3 0.13 0.12-0.2 - 65.0 50-150 - - 

3 1000 A 72 19 8 1.6 0.12 0.02-0.1 - 107.0 2-130 - - 
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Soil Erodibility Calculations (Wall et al., 2002): 

Code 
A Horizon 

OM% 

A Horizon 
OM% 

(disturbed soil 
OM%, min) 

% Silt 
% Silt and Very Fine 

Sand 
0.05-0.1mm 

% Silt and Very 
Fine Sand 

0.05-0.1mm 
(max) 

% Sand 
>0.10mm 

% Sand 
>0.10m
m (min) 

% Clay 
Soil  

Structure 
Class 

Permeability 
Class 

TRCL 5 0.3 39 41 47 38 32 20 2 2.5 

PGSL 4 0.3 29 32 40 50 42 16 2 2 

SGSL 4 0.3 29 32 40 50 42 16 2 2 

*Assumed 5% sand is very fine sand (20% min/max) 

       

           Nomograph Method 

  
   

    

Code 
USLE_K  

(ton/ha x ha 
hr/MJ mm) 

Range (Grain 
Size) 

Range (OM%) 
Convert to (0.013 

metric tons m
2
 hr / 

m
3
 metric ton cm) 

Upper Range (0.013 metric 
tons m

2
 hr / m

3
 metric ton cm) 

    TRCL 0.016 0.014-0.028 0.014-0.048 0.12 0.36 

    PGSL 0.012 0.012-0.02 0.012-0.038 0.09 0.28 

    SGSL 0.012 0.012-0.02 0.012-0.038 0.09 0.28 

    

           Equation 1 (right) Method 
        

Code 

USLE_K  
(0.013 metric 

tons m
2
 hr / m

3
 

metric ton cm) 

USLE_K max 
(0.013 metric 

tons m
2
 hr / m

3
 

metric ton cm) 

 

TRCL 0.14 0.28 

 

   PGSL 0.11 0.23 

   SGSL 0.11 0.23 

   

           Equation 2 (right) Method 
        

Code 

USLE_K  
(0.013 metric 

tons m
2
 hr / m

3
 

metric ton cm) 

USLE_K max 
(0.013 metric 

tons m
2
 hr / m

3
 

metric ton cm) 

 

TRCL 0.13 0.18 

PGSL 0.13 0.18 

SGSL 0.13 0.18 

       
              (     )

   
 
     (          )      (       )

   
 

  (          )  (      ) 

      [           (          (  
     
   

) ]  [(
     

        
)
   

]

 [  
       

       (            )
]

 [  
    (  

  
   )

(  
  
   )      (           (  

  
   )

] 
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Appendix B Land Cover Imagery 
 

 

Image 1 (Left). Grasslands, barren 

tracks and main roads in Kerr 

Brook. 

 

Image 2 (Left). Grasslands, barren 

tracks and main roads in Kerr 

Brook. 

 

Image 3 (Left). Barren tracks, 

grasslands (bottom), brush lands 

(top) and forests (bottom center) 

in Kerr Brook. 
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Image 4 (Left). Disturbed 

grasslands from vehicle 

manoeuvres in Kerr Brook. 

Extended ponding in ruts on level 

ground. 

 

Image 5 (Left). Rutted grasslands 

from vehicle manoeuvres in Kerr 

Brook. Extended ponding in ruts 

on level ground. 

 

Image 6 (Left). Recently cleared 

ground for manoeuvre training in 

Gagetown. 
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Image 7 (Left). Vehicle track 

through brush lands during 

rainfall event. Tracks intercept 

and concentrate surface runoff. 

Exposed soils create erosion 

potential. 

 

Image 8 (Left). Grasslands, 

vehicle tracks and ruts in 

Gagetown. 

 

Image 9 (Left). Main road in Kerr 

Brook during rainfall event. 

Slightly rutted with long slope 

length. 
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Image 10 (Left). Hardened vehicle 

ford through brush land in 

Gagetown.  

 

Image 11 (Left). Active bank 

erosion in downstream reach in 

Kerr Brook. 
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Image 12 (Left). Relatively 

undisturbed reach mid-stream in 

Kerr Brook with natural forest 

riparian zone. 

 

Image 13 (Left). Bankfull 

discharge at mid-stream 

monitoring locaiton in Kerr 

Brook.  

 

Image 14 (Left). Wetland and 

pond features influenced by 

beaver activity around brush lands 

and forests. 
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Appendix C Hydrographic Data Summary 
 

Downstream Kerr Brook Stage-Discharge Curve (Constructed by DFO): 

 

 

 

Upstream and Downstream Observed Flow-Duration Curve: 
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Two Component Baseflow Separation Graph: 
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Single Component Baseflow Separation Graph: 
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Appendix D Water Quality Analysis Outline 
 

WQI - Water Quality Data: 

All Data 

Total Count 702 702 710 711 - - 

Fail Counts 304 267 5 0 - - 

5
th

 Mirror Trim 

Total Count 510 475 710 711 502 535 

Fail Counts 112 40 5 0 60 69 

 

A
ve. 

Tu
rb

id
ity 

Excu
rsio

n
 

TSS 

Excu
rsio

n
 

Tem
p

 

Excu
rsio

n
 

p
H

 

Excu
rsio

n
 

M
ed

. 

Tu
rb

id
ity 

Excu
rsio

n
 

M
ed

. 
TSS 

Excu
rsio

n
 

 
0.0   0.0   -0.1   6.5   0.0   0.0   

 
0.0   0.0   -0.1   6.6   0.0   0.0   

 
0.0   0.0   -0.1   6.7   0.0   0.0   

 
0.0   0.0   -0.1   6.8   0.0   0.0   

 
0.0   0.0   0.0   6.8   0.0   0.0   

 
0.0   0.0   0.0   6.8   0.0   0.0   

 
0.0   0.0   0.0   6.8   0.0   0.0   

 
0.0   0.0   0.2   6.9   0.0   0.0   

 
0.0   0.0   0.4   6.9   0.0   0.0   

 
… … … … … … … … … … … … 

 

WQI - Water Quality Guidelines: 

Variable Value Reference 

Turbidity (NTU) 2.8 - NAESI-IPS 

TSS (mg L-1) 6.1 - NAESI-IPS 

Temp (°C) 24 - Raleigh, 1982 

pH 6.5 9 CCME CEQG 

 

WQI - Mirror 5
th
 Percentile Trim: 

Value 
Turbidity 

(Ave., NTU) 
Turbidity 

(Med., NTU) 
TSS (Ave., 

mg L-1) 
TSS (Med., 

mg L-1) 
Temperature 

 (°C) 
pH 

5th percentile 0.0 0.0 0.0 0.0 2.6 - 

Median 2.4 1.8 4.4 4.1 15.0 - 

Upper Limit 4.7 3.6 8.9 8.2 27.4 - 

 

WQI - Results for Average Daily Turbidity with Mirror 5
th
 Percentile Trim (CCME, 2001): 

F1 75.00 
 

WQI 57 

F2 6.53 
  

Marginal 

nse 0.02 
   

F3 2.17 
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Kerr Brook Monthly Average Vehicle Load: 

 

Daily Vehicle Load and Daily Turbidity Statistic Correlation: 

Raw Data 
Correlation Coefficient 

Daily Statistic 

Location Minimum  1st Quartile Median 3rd Quartile Maximum 

Upstream 0.05 0.05 0.03 0.05 0.22 

Downstream -0.14 -0.10 -0.03 -0.02 0.03 

      10xIQR  
Filter 

Correlation Coefficient 

Daily Statistic 

Location Minimum  1st Quartile Median 3rd Quartile Maximum 

Upstream 0.05 0.05 0.03 0.05 0.22 

Downstream -0.14 -0.10 -0.03 -0.02 0.02 
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Maximum Daily Turbidity and Daily Vehicle Load Graph: 
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Appendix E Suspended Sediment Regression Analysis Summary 
 

Downstream Turbidity and TSS Observations: 

 

Downstream Flow and TSS Observations: 
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Turbidity, Flow and TSS Regression Summary Output: 

Regression Statistics 
       

 Multiple R 0.79 
       

 R Square 0.63 
       

 Adjusted R2 0.61 
       

 Std. Error 41.50 
       

 Observations 42 
       

 
         

 ANOVA df SS MS F Sig.F 
   

 Regression 2 112813 56406 32.75 0.00 
   

 Residual 39 67177 1722     
   

 Total 41 179990       
   

 
         

 
  Coeff. 

Std.  
Error 

t Stat α 
Lower  
95% 

Upper  
95% 

Lower  
90.0% 

Upper  
90.0% 

 Intercept 2.61 12.92 0.20 0.84 -23.52 28.74 -19.15 24.37 

 X1 Turbidity 0.41 0.15 2.76 0.01 0.11 0.72 0.16 0.67 

 X2 Flow 17.99 3.89 4.62 0.00 10.12 25.86 11.44 24.55 

  

Trial Regression Results Summary: 

Turbidity Data Only 

      Multiple R 0.51 

      R Square 0.26 

      Adjusted R2 0.25 

      Std. Error 52.77 

      Observations 74 

      
  

      Flow Data Only 

      Multiple R 0.74 

      R Square 0.55 

      Adjusted R2 0.54 

      Std. Error 44.79 

      Observations 42 

      
  

      All Variables 

 

All Variables Coeff. Std. Error t Stat α 

Multiple R 0.86 

 

X1 Turbidity 0.66 0.17 3.90 0.00 

R Square 0.73 

 

X2 Flow 16.18 4.33 3.74 0.00 

Adjusted R2 0.70 

 

X3 Rise/Fall 16.50 14.06 1.17 0.25 

Std. Error 36.46 

 

X4 Dry Days -3.40 2.44 -1.40 0.17 

Observations 42 

 

X5 Vehicles -0.07 0.05 -1.50 0.14 
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Appendix F Automated Sensitivity Analysis and Calibration Summary 
 

Initial GLUE Summary: (*t-stat ranked for P<0.1, *Range Type: A-Absolute; V-Replace; and R-Relative) 

Simulation: Sim1 Sim1 

   Trial: G.1 G.2 

   Simulation #: 10000 10000 

   Observations: DS DS/US 

   Obj. Function: NSE NSE 

   Obj. Threshold: 0.65 0.75 

   Beh. Solutions: 2071 83 

   P-Factor (US/DS): 0.83 0.55 / 0.82 

   R-Factor (US/DS): 0.53 0.29 / 0.46 

   NSE (US/DS): 0.79 0.81 / 0.78 

   R
2 

(US/DS): 0.80 0.82 / 0.79 

   

          
Parameter 

Final Range  
Adjustment 

Best  Value 
t-Stat Rank 

(P<0.1) 
Final Range  
Adjustment 

Best  Value 
t-Stat Rank 

(P<0.1) 
Initial  
Value 

Initial  
Range 

Range  
Method 

CN2 FRST-TRCL/PGSL -24.9 - 12.9 -19.7 9 -24.9 - 12.9 1.8 - 70 -25 - +13 A 

CN2 RNGE-TRCL/PGSL -45.8 - 2.5 -10.3 7 -45.8 - 2.5 -39.1 7 86 -49 - +3 A 

CN2 RNGB-TRCL/PGSL -24.8 - 11.3 -19.8 - -24.8 - 11.3 1.9 8 70 -26 - +13 A 

CN2 BARR-TRCL/PGSL -11.5 - 5.5 -4.9 11 -11.5 - 5.6 1.4 11 88 -12 - +6 A 

CNCOEF 0.50 - 2.00 1.99 5 0.53 - 1.98 1.94 3 1 0.5 - 2 V 

CANMX -2.00 - 2.00 -1.74 4 -1.99 - 1.72 -1.7 2 0-4 -2 - +2 A 

EPCO -0.2 - 0.2 0.17 - -0.20 - 0.20 -0.17 - 0.4-0.8 -0.2 - +0.2 A 

ESCO 0.05 - 1.00 0.67 10 0.50 - 0.99 0.98 13 0.95 0.5 - 1 V 

SURLAG 1.0 - 10.0 1.13 3 1.0 - 9.0 1.1 5 4 0 - 10 V 

OV_N -0.50 - 0.50 0.39 12 -0.35 - 0.50 -0.1 12 0.02-0.3 -0.5 - +0.5 R 

GW_DELAY 0.00 - 5.00 3.63 2 0.00 - 4.87 2.7 4 0.25 0 - 5 V 

ALPHA_BF 0.50 - 1.00 0.93 8 0.50 - 0.99 0.87 9 0.9 0.7 - 1 V 

GW_REVAP 0.02 - 0.20 0.18 - 0.02 - 0.20 0.06 - 0.02 0.02 - 0.2 V 

RCHRG_DP 0.00 - 0.20 0.13 - 0.00 - 0.20 0.01 - 0.05 0 - 0.2 V 

SOL_K -0.50 - 0.50 -0.16 13 -0.46 - 0.50 -0.24 10 2-70 -0.5 - +0.5 R 

SOL_Z -0.50 - 0.50 0.46 6 -0.50 - 0.47 -0.04 6 0-1000 -0.5 - +0.5 R 

SOL_AWC -0.20 - 0.20 -0.17 - -0.19 - 0.19 -0.09 - 0.1-0.28 -0.2 - +0.2 R 

DEP_IMP 1005 - 6000 2560 1 1032 - 5973 1157 1 6000 1000 - 6000 V 
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Final GLUE Summary: (*t-stat ranked for P<0.1, *Range Type: A-Absolute; V-Replace; and R-Relative) 

Simulation: Sim(r4) Sim(r4) 

   Method: GLUE GLUE 

   Trial: G.3.1 G.3.2 

   Simulation #: 10000 10000 

   Observations: DS US/DS 

   Obj. Function: NSE NSE 

   Obj. Threshold: 0.80 0.80 

   Beh. Solutions: 5665 4345 

   P-Factor (US/DS): 0.51 0.07 / 0.12 

   R-Factor (US/DS): 0.36 0.07 / 0.09 

   NSE (US/DS): 0.88 0.82 / 0.87 

   R
2 

(US/DS): 0.88 0.83 / 0.88 

   

          
Parameter 

Final Range  
Adjustment 

Best  
Value 

t-Stat Rank 
(P<0.1) 

Final Range 
Adjustment 

Best  
Value 

t-Stat Rank 
(P<0.1) 

Initial  
Value 

Initial  
Range 

Range  
Method 

CN2 (all/TRCL) -8-8 -6.4 3 -8-8 6.8 - 73-86 -8-8 A 

CN2 (PGSL) - - - -8-8 0.7 - 73-86 -8-8 A 

CNCOEF 2-0.5 1.05 4 0.5-1.5 0.56 1 1.55 0.5-2 V 

DEP_IMP (all/TRCL) 1000-6000 4385 6 1000-6000 4565 - 6000 1000-6000 V 

DEP_IMP (PGSL) - - - 1000-6000 1885 - 6000 1000-6000 V 

ALPHA_BF 0.85-0.94 0.87 - 0.85-0.95 0.9 6 0.99 0.85-0.95 V 

WET_NVOL (10
4
m

3
) -1-1 0.32 5 -1-1 0.85 5 10 -1-1 R 

WET_MXVOL (10
4
m

3
) -1-1 -0.96 1 -1-1 -0.92 2 20 -1-1 R 

WET_K (mm/hr) 0-1 0.97 2 0-1 0.78 3 0.5 0-1 V 

RCHRG_DP -0.2-0.2 0.028 7 -0.2-0.2 0.16 4 0.35 -0.2-0.2 R 
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Appendix G Manual Calibration Summary 
 

Simulation: Sim1 Sim(t50) Sim(t85) Sim(r4) 

   Year: 2010 2011 2010 2011 2010 2011 2010 2011 

   DS Total Flow %d: -80 -70 -4 2 -2 0 -2 -2 

   DS SURQ %d: 88 85 -3 -1 -10 2 -11 -2 

   DS GW/LATQ %d: -463 -332 -7 5 14 3 10 -2 

   DS DA_RCHRG %d: - - - - - - 2 1 

   DS NSE: 0.24 -0.55 0.89 0.82 0.81 0.81 0.79 0.73 

   DS R
2:

 0.8 0.8 0.9 0.82 0.86 0.63 0.88 0.86 

   US Total Flow %d: 24 37 12 33 12 30 7 21 

   US SURQ %d: 58 65 10 29 -2 19 -2 18 

   US GW/LATQ %d: -26 -16 14 33 44 43 23 25 

   US DA_RCHRG %d: - - - - - - 42 44 

   US NSE: 0.83 0.58 0.85 0.71 0.85 0.79 0.81 0.83 

   US R
2:

 0.84 0.69 0.88 0.79 0.85 0.84 0.83 0.84 

   

 
      

     Parameters Initial Value Final Values Final Values Final Values 

 
Remarks: 

 CN2 FRST-TRCL 70 77 79 75 

 
*Sim(t85) and Sim(r4) 
wetland parameters CN2 FRST-PGSL 55 67 77 73 

 CN2 RNGE-TRCL 86 93 89 85 

 
SB 3 

CN2 RNGE-PGSL 79 91 86 82 

 
WET_FR 0.4 

CN2 RNGB-TRCL 70 77 83 79 

 
WET_NSA 20 

CN2 RNGB-PGSL 56 68 77 73 

 
WET_NVOL 10 

CN2 BARR-TRCL 88 90 91 86 

 
WET_MXSA 25 

CN2 BARR-PGSL 84 90 91 86 

 
WET_MXVOL 20 

CNCOEF 1 1.55 1.55 1.55 

 
WET_K 0.5 

CANMX (mm) FRST 4 4 4 4 

 
WETEVCOEF 0.6 

CANMX (mm) RNGE 1 1 1 1 

 

*Graphical presentation 
improved by Sim(t85) CANMX (mm) RNGB 2 2 2 2 

 CANMX (mm) BARR 0 0 0 0 

 EPCO FRST 0.8 0.6 0.6 0.6 

   EPCO RNGE 0.6 0.4 0.4 0.4 

   EPCO RNGB 0.7 0.5 0.5 0.5 

   EPCO BARR 0.4 0.2 0.2 0.2 

   ESCO 0.95 0.97 0.95 0.95 

   SURLAG 4 1 1 1 

   GW_DELAY (days) 0.25 0 0 0 

   ALPHA_BF (days
-1

) 0.9 0.99 0.99 0.99 

   GW_REVAP 0.02 0.025 0.02 0.02 

   RCHRG_DP 0.05 0 0 0.35 

   SOL_K (mm/hr) 2-70 4-140 4-140 4-140 

   SOL_Z (mm) 1000 1000 1000 1000 

   SOL_AWC TRCL 0.11-0.2 0.1-0.18 0.1-0.18 0.1-0.18 

   SOL_AWC PGSL 0.03-0.14 0.03-0.14 0.03-0.14 0.03-0.14 

   DEP_IMP 0-4.5 slope 6000 3000 3000 6000 

   DEP_IMP 4.5-6.5 slope 6000 3000 3000 6000 

   DEP_IMP 6.5-99 slope 6000 3000 6000 6000 
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Appendix H Upstream Results 
 

Upstream daily discharge: 
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Upstream monthly sediment yield: (regression intercept set to zero for upper and lower limits) 
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Abstract 

A hydrologic and water quality model is sought to establish an approach to land management decisions 

for a Canadian Army training base. Training areas are subjected to high levels of persistent activity 

creating unique land cover and land-use disturbances. Deforestation, complex road networks, off-road 

manoeuvres, and vehicle stream-crossings are among major anthropogenic activities observed to affect 

these landscapes. Expanding, preserving and improving the quality of these areas to host training 

activities for future generations is critical to maintain operational effectiveness. Inclusive to this objective 

is minimizing resultant environmental degradation, principally in the form of hydrologic fluctuations, 

excess erosion, and sedimentation of aquatic environments. In some situations these impacts (particularly 

sedimentation) could be considered a violation of environmental legislation, such as the Fisheries Act. 
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Application of the Soil Water Assessment Tool (SWAT) was assessed for its ability to simulate 

hydrologic and water quality conditions observed in military landscapes at 5
th
 Canadian Division Support 

Base (5 CDSB) Gagetown, New Brunswick. Despite some limitations, this model adequately simulated 

three partial years of daily watershed outflow (NSE=0.47-0.79, R
2
=0.50-0.88) and adequately predicted 

suspended sediment yields during the observation period (%d=6-47 %) for one highly disturbed sub-

watershed in Gagetown. Further development of this model may help guide decisions to develop or 

decommission training areas, guide land management practices and prioritize select landscape mitigation 

efforts. 

Key words: Hydrology; Erosion; SWAT; Military; Water Quality; Modelling 

 

Introduction 

Developing an understanding of watershed hydrology and land cover is a critical component to the 

successful assessment of stream flow and water quality conditions. Landscape alterations can contribute 

significant non-point source pollutants to aquatic environments and markedly alter watershed hydrology 

(Stanley and Arp 2002; Culp et al. 2009; Winter et al. 1998). The principal objective of this study was to 

assess the effectiveness and suitability of a numerical model on a watershed used extensively for Army 

exercises.  Should this prove successful, continued expansion and applications may then guide landscape 

alterations and mitigation efforts to achieve targeted water quantity and quality guidelines for aquatic 

environments. 

 

Anthropogenic activities, such as agricultural cultivation, urban development and deforestation, can 

significantly impacts watershed health. These activities may shift water yields, increase peak flows, 

degrade water quality and cause a variety of other detrimental impacts (Winter et al. 1998). Knowledge of 

hydrologic impacts and non-point source sediment pollution from military training grounds is relatively 

limited compared to more common and conventional landscapes across Canada. Increased surface runoff, 

decreased baseflow, elevated erosion rates, increased sediment yields and increased stresses to aquatic 
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environments have been identified as watershed management issues at 5 CDSB
 
Gagetown (Smith  2014). 

At this time, Gagetown is undertaking a multi-year, multi-million dollar project to address some of these 

issues under the Sediment and Erosion Control Plan. 

 

Many environmental models have been recommended, developed or applied to assist land managers in 

mitigating detrimental watershed impacts on military lands. Regression equations have been developed to 

relate climate, land cover and land-use variables to stream water quality conditions at Fort Stewart, 

Georgia (Jager et al. 2011). Some tools rely on lumped geographic and climate variables to predict 

surface erosion, such as the empirical Universal Soil Loss Equation (USLE) and its derivatives. Various 

forms of this model have been applied to several military installations in the United States of America 

(US) (Warren et al. 1989; Wigmosta et al. 2007; Dalton 2008). These studies typically establish annual 

erosion estimate but do not always consider the redistribution of sediments across the landscape and 

transport within stream channels. Other, more process-based models, account for sediment transport and 

deposition patterns, as seen in the Unit Stream Power Erosion Deposition (USPED) model, EROSION 3-

D and the Hillslope Erosion Model. These models have seen applications to military landscapes in 

Germany and the US in order to predict general erosion and deposition trends or event-based water and 

sediment dynamics (Deinlein and Böhm 2000; Warren et al. 2005; Liu et al. 2007; Steichen et al. 2008). 

The Water Erosion Prediction Project (WEPP) is another modelling tool that has been used for military 

watersheds (Gaffer et al. 2008). WEPP has also been integrated into multi-spatial scale, hybrid modelling 

projects for military installations to quantify detailed processes, such as road erosion (Donigian et al. 

2010). While these latter models primarily focus on surface runoff, the Distributed Hydrology Soil 

Vegetation Model (DHSVM), Hydrological Simulations Program-Fortran (HSPF) and SWAT have been 

used as more holistic watershed models for military lands in order to predict continuous stream flow and 

water quality conditions (Wigmosta et al. 2007; Dalton 2008; Donigian et al. 2010). 
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The classical USLE only accounts for lumped monthly or annual erosion rates. The USPED model 

enhances the USLE capabilities by accounting for distributed flow accumulation, profile curvature and 

transport-limited sediment deposition (Warren et al. 2005). Both these models lack detailed hydrological 

considerations and only focus on landscape processes. WEPP, while generally applied at the hillslope 

scale, accounts for more physically-based dynamic conditions. This includes soil detachment from 

raindrops and flow shear stress, sediment deposition, soil physics, plant growth and management 

conditions (Flanagan et al. 2013). The previously mentioned models may be distributed but they do not 

consider variations in micro topography, such as vehicle ruts and road features. The Limburg Soil Erosion 

Model (LISEM) accounts for some of these limitations with sub-cell rut coverage and other features (Roo 

et al. 1996). WEPP can be modified to account for road features, such as cut-slopes, ditches and ruts. 

Detailed overland flow, ditch drainage and cut-slope water interception, can also be simulated in the 

DHSVM (Beckers et al. 2009). 

 

Hydrology, erosion and water quality models vary in data requirements, conceptual framework, 

complexity and outputs. The simulated time-scale of watershed models can range from hours to decades 

with computational time-steps varying from seconds to years. Observed climate data, event-based design 

storms or stochastic weather generators can be used to drive model computations. Spatial distributions 

have included cells a few meters in size, field scale hillslope elements or relatively large sub-catchments. 

Agricultural watersheds can typically utilize lumped or semi-distributed landscape characteristics because 

of their natural homogeneity. Forested watersheds typically require more distributed representations due 

to the significant influences of forestry roads on sediment yields (Luce et al. 2001). Military training areas 

display characteristics from both these land-use categories and are recognized to require multiple spatial 

scales for watershed modelling assessments (Donigian et al. 2010).  

 

SWAT, the model selected for this study, operates on a daily time-step and has a strong capacity to 

process decades of data. Watersheds are simulated with distributed sub-basins and lumped Hydrological 
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Response Units (HRU) composed of unique land cover, slope and soil conditions. Runoff is calculated 

with the SCS CN method, or Green and Ampt Infiltration method. There are several evapotranspiration 

(ET) options, including the Penman-Monteith method which accounts for daily temperature, relative 

humidity, wind speed and solar radiation. Vertical and lateral groundwater flow is calculated through 

multiple soil layers over one groundwater reservoir. Erosion is calculated with the empirical Modified 

USLE and sediments, along with water, can be routed through a series overland and channels structures. 

 

Army training grounds are affected by intense off-road vehicle activity, as well as a variety of other 

operations and land management practices. Heavily utilized areas are often intermixed with relatively 

undisturbed, natural environments. Within the US, many training areas are located in semi-arid locations 

and are generally subject to intense usage. Training activities and poor land management practices can 

cause vegetation and soil loss leading to substantial environmental degradation, reduced training 

effectiveness and costly rehabilitation efforts (Dalton 2008; Stevens et al. 2008). 

 

The training area at 5 CDSB Gagetown, has challenges that are both common and unique to bases in the 

US from the previously referenced studies. Humid, wet conditions can make soils more susceptible to 

rutting, compaction and disturbances. Vegetation management (e.g. cutting, spraying or burning) is 

required to maintain manoeuvre corridors in a grassland or ‘old  field’ state. Cold climate conditions have 

significant effects on watershed processes and training activity. Water quality and channel stability are 

also a concern, including point source sediment inputs from vehicle stream crossing activities and flow 

regime fluctuations from deforestation and land cover change. 

 

Military vehicle traffic, and the effect it has on the landscape, has received considerable attention because 

the effects can directly influence watershed hydrology, erosion and water quality conditions. USLE 

cover-factors have been predicted based on vehicle manoeuvre impact miles per hectare at Camp 

Atterbury, Indiana (Dalton 2008). Cover-factors for manoeuvre lands have also been developed 
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considering LANDSAT imagery and vegetation field surveys (Warren et al. 2005; Warren et al. 1989). 

Vegetation loss and rut depth from vehicle manoeuvres have been estimated with the Vehicle Dynamic 

Monitoring and Tracking System which considers detailed vehicle properties, movement tracking 

dynamics and soil properties (Koch et al. 2012). A field trafficability model has also been developed for 5 

CDSB Gagetown, utilizing the Forest Hydrology Model, soil information and basic vehicle properties 

(Vega-Nieva et al. 2008). These tools have the potential to be integrated with broad-based hydrology and 

water quality models to maximize their effectiveness. 

 

Study Area 

5 CDSB Gagetown is located in Southern New Brunswick and is one of the largest military training 

facilities in Canada, with an area of over 1,100 km
2
 (Figure 1). This includes 21,000 ha of manoeuvre 

areas, 30,000 ha of ranges and impact areas, 829 km of roads, 362 km of off-road trails, more than 500 

fords and 1,174 in-stream culverts and bridges. Primary land cover categories can be described as forested 

(66 %), grasslands and early succession (18 %), aquatic environments (10 %) and barren areas (6 %). 

Generally, grasslands are highly disturbed from off-road vehicle manoeuvres and include dense track 

networks.  Barren areas include roads, recently devegetated areas being converted to grasslands and areas 

that are persistently barren with negligible vegetation due to repetitive vehicle traffic.  

 

The base was established in the 1950’s, which involved the expropriation of private lands including 

several communities, agricultural areas and forest harvest blocks. Additional land was deforested to create 

the manoeuvre fields, ranges and munition impact areas at this time. In the 1990’s another 7,000 ha of 

forests were cleared in an attempt to create more manoeuvre areas; however, many of these areas were not 

used for years because of erosion and vegetation issues.  
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Figure 1|5 CDSB Gagetown and the Kerr Brook watershed. 

Annually, the Gagetown training area experiences the equivalent impact of 98,000 personnel training-

days, including 800 tracked and 14,000 wheeled vehicle. Military service members generally train 

throughout the year. However, vehicle operations typically peak in the month of May, which accounts for 

about 20 % of the annual training load, as tracked by the base Range Control office. 

 

5 CDSB Gagetown is located within the Southern New Brunswick Uplands and Maritime Lowlands. The 

region receives approximately 885 mm of rainfall a year and 276 cm of snowfall, totaling 1,143 mm of 

annual precipitation. The daily average temperature is 5.3 
°
C, ranging from -9.8 

°
C in January to 19.3 

°
C 

in July (Marshall et al. 1999).  

 

Within base boundaries there are 3,272 km of watercourses, 156 lakes and ponds, and 6,487 ha of 

wetlands. Poor water quality, suspended solids in particular, has been recorded throughout the area (Hood 
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2013), along with potential stress to some benthic communities (Estrada et al. 2012). Atlantic salmon and 

brook trout are primary fish species of management interest (Smith 2014). 

 

The Kerr Brook watershed (Figure 1) was selected to test the SWAT model. Centrally located in the base 

and within the mounted manoeuvre area, this watershed is highly disturbed, regularly used for military 

training and well documented with meteorological, GIS, hydrometric and water quality data. This 20 km
2
 

watershed is covered by mixed forests (26 %), grasslands (32 %), brush lands including young pioneer 

tree species (36 %), and barren features including roads, tracks and highly disturbed manoeuvre areas (4 

%). Wetlands, beaver ponds and other water features are evident but cover less than 2 % of the area. 

Surficial soils are primarily loams and gravelly sandy loams underlain by moderately shallow bedrock. 

Disturbances that are commonly observed in this area are vehicle ford crossings, dense vehicle rutting 

across manoeuvre grasslands and persistent barren areas created from repetitive vehicle traffic, 

demonstrated in Figure 2. 

 

Figure 2|Grasslands, vehicle ruts and barren tracks at 5 CDSB Gagetown. 

 

Methodology 

This research approach involved a critical assessment of available information, selection of a suitable 

numerical tool, followed by model development and application.  This initial phase of work provides the 
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framework for subsequent investigation that will focus on expansion of the simulation area, refinement of 

input parameters, improvements to modelling processes and evaluation of mitigation measures.   The 

scope of this modelling effort excluded winter seasons, detailed vegetation conditions and complex 

stream channel processes due to data limitations and simulation complexities. 

 

Data Assembly and Analysis 

Meteorological data was primarily obtained from a 5 CDSB Gagetown meteorological station located 

approximately 4 km from the Kerr Brook watershed. A Thiessen polygon analysis indicated that this 

station provided a reasonable representation of the local climate, with 92 % of Kerr Brook associated to 

this station.  Hourly precipitation, temperature, wind speed and relative humidity data was available. Data 

gaps were backfilled using adjacent meteorological stations yielding a continuous climate data set from 

2007-2012. There were several minor data gaps during winter periods; however, there are negligible flow 

and water quality observations during these periods. Climate data from 2007 and 2008 was used for the 

model warm-up period. 

 

GIS data, including a 10 m Digital Elevation Model, surficial soil coverage, and land cover inventories, 

were provided by the Gagetown Geocell. Surficial soil data were supplemented by various soil survey 

reports to assist with parameterization of soil conditions (Colpitts et al. 1995; Castonguay and Arp 2002; 

Fahmy et al. 2010). Land cover information included a land cover inventory, road/track vector data and 

bare soil raster data classified from Colour Infrared Imagery.  

 

Hourly stream stage data were collected during late spring, summer and fall from 2009-2012 at an 

upstream and downstream monitoring location in Kerr Brook. Stage-discharge curves were constructed 

and calibrated to eight discharge measurements throughout this monitoring period.  

Simulating erosion, sediment transport and sediment yields are difficult considering the common lack of 

available sediment data. In order to overcome this limitation, continuous suspended solids information 
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was approximated using a regression approach for comparison to SWAT results (Rasmussen et al. 2011).  

This multi-linear regression (MLR) model was developed from eight partial storm monitoring events 

including turbidity, stream flow and Total Suspend Solids (TSS). Other parameters suspected of 

influencing TSS loading conditions were incorporated into this analysis, including antecedent dry days, 

cumulative antecedent vehicle activity and rising/falling hydrograph conditions. Variables were selected 

based on their significance and their ability to significantly improve results. This regression model was 

applied to an event-flow threshold value, selected from a flow-duration curve. The final model was also 

applied to all flow conditions and automatically set to a zero TSS load for zero turbidity readings to 

compare results. 

 

A Water Quality Index (WQI) was computed for the Kerr Brook watershed to assess general water quality 

conditions. This WQI integrated National Agri-Environmental Standards Initiative-Ideal Performance 

Standards for TSS and turbidity (Culp et al. 2009), CCME guidelines for pH and water temperature 

recommendations for brook trout (Birtwell 1999). Average and median daily values were both considered 

in this analysis. Data were also trimmed with the mirrored 5
th
 percentile to reduce inappropriate deflation 

of the WQI by low frequency events (Kilgour et al. 2013).  

 

Vehicle water crossing operations have the potential to impair water quality in local streams. Grab 

samples from ford crossings indicate that this activity can be responsible for turbidity and TSS loadings 

as high as 1000 NTU and 1000 mg L
-1

, respectively, immediately downstream of crossing sites. Daily 

turbidity statistics from the upstream and downstream monitoring locations, including the hourly 

minimum, 1
st
 quartile, median, 3

rd
 quartile and maximum, were correlated to the daily total vehicle load 

operating within the Kerr Brook watershed. This analysis was conducted to provide a general indication 

of whether or not documented vehicle loads impacted observed water quality conditions. 

 

  



I-11 

Model Selection 

Appropriate model selection is an important aspect of any environmental simulation project.  

There are a variety of models which are appropriate for military land, as previously discussed. The new 

generation of erosion models focuses on highly distributed, physically-based processes which require 

substantial amounts of input data for small, field-scale applications. While this additional complexity can 

enhance simulation capabilities, it becomes increasingly cumbersome to apply for large areas and 

complex models are not always recommended for practical management applications (Grayson et al. 

1992). With 5 CDSB Gagetown covering over 1,100 km
2
, models that can be effectively applied to large 

areas are preferable. Available data can be used for calibration and validation of continuous stream flow 

conditions, giving preference to such models as oppose to event-based or stochastic climate models. 

SWAT and HSPF are both well supported and commonly applied hydrology-water quality models 

meeting this criteria. However, HSPF is commonly reported to require substantial parameterization efforts 

and is not generally considered to be user-friendly (Beckers et al. 2009). Alternatively, SWAT has a 

relatively straightforward user-interface and is integrated within a simple GIS framework. SWAT was 

also designed for application in large, ungauged agricultural watersheds requiring minimal 

parameterization (Neitsch et al. 2011). 

 

SWAT was selected for this study because of its capacity to effectively process and simulate lumped 

hydrological processes, which can be calibrated and validated with available data. Erosion and overland 

flow processes are simplified in this model; however, these simplifications make large scale applications 

efficient.   

 

Model Development 

The Kerr Brook watershed was delineated within ArcSWAT with streams defined at a resolution of 66 ha 

contributing area. Outlets were located at an upstream and downstream monitoring location in addition to 

two other tributaries. HRUs were defined with a 20 % soil threshold and 20 % slope threshold, resulting 
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in two soil groups and three slope categories. Land cover categories include forest, grass, brush and 

barren areas. Barren areas were delineated by buffering and merging roads and tracks with bare soils. 

Other land cover categories were predefined. A 1 % land cover threshold was selected to adequately 

capture barren areas, which is substantially smaller than the common recommendation of 20 % (Winchell 

et al. 2007). 

 

Plant growth parameters were adjusted to provide a constant Leaf Area Index; detailed vegetation 

conditions were unavailable and outside the scope of this study. Water impoundments were neglected in 

the initial model due to limited land coverage, but integrated in the sensitivity and calibration analysis. 

Sediment reduction structures, such as grassed waterways and filter strips, were not included due to data 

limitations. 

 

Sensitivity Analysis and Calibration 

A sensitivity analysis and calibration was conducted to improve model parameterization and reduce 

prediction uncertainty. A combination of manual and automated approaches were used during calibration 

with both objective and subjective target criteria, as described in Figure 3. From initial parameterization, 

automated calibration was conducted in the SWAT-CUP interface using GLUE (Abbaspour 2013). GLUE 

was selected because it was observed to produce more reasonable parameter ranges during trial runs, 

compared to SUFI2. It was also selected for further analysis because of its simplistic methodology. GLUE 

established parameter sensitivity and gave the first iteration of an auto-calibrated model. Several iterations 

were conducted considering different objective function thresholds, downstream and upstream 

observations or just downstream observations. The initial model was then manually calibrated by 

targeting annual observed water yields, followed by balancing surface and groundwater ratios. Finally, 

parameters were calibrated by optimizing the annual Nash-Sutcliffe Efficiency (NSE) and coefficient of 

determination (R
2
) for daily flow conditions. This manually calibrated model was then passed through 

another iteration of auto-calibration. This procedure is outlined in Figure 3. Sediment yields from the 
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regression model were compared to the simulation results, and not used for calibration of parameters 

affecting sediment yields. 

 

Figure 3|Sensitivity, calibration and validation flowchart. 

Parameter identifiability issues affecting groundwater and surface runoff contributions were highlighted 

during the initial automated sensitivity and calibration analysis. To alleviate this issue, a two-parameter 

digital filter was used to split stream flow into surface flow and groundwater flow for manual calibration 

(Eckhardt 2005). Surface erosion is driven by surface runoff making these filter parameters a critical 

target for calibration. Filter parameters were judged based on literature (Eckhardt 2005), geological 

conditions and graphical baseflow separation. Two sets of filter parameters were used to assess their 

effect on parameter calibration. One baseflow filter parameter set was used to disaggregate groundwater 

into shallow aquifer and hard rock aquifer contributions. Observed flows could then be adjusted to neglect 

hard rock aquifer contributions, as the SWAT model was expected to inadequately simulate these results 

due to its single aquifer framework. The other baseflow filter set only predicted shallow aquifer 

contributions, resulting in both high post-event groundwater flow and extended baseflow. 
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Results and Discussion 

Preliminary Data Analysis 

The TSS regression model was developed to consider only turbidity and stream flow. Other variables 

were discarded based on marginal improvement to the MLR relationship and their insignificance.  The 

threshold confidence level applied for variable consideration was 10 % (α=0.1). Intra-storm event 

observations were utilized for this analysis due to data limitations (n=41), even though this created 

concerns about data independence. The finalized regression model is provided below in Equation [1]: 

 TSS = 2.61 + 0.41(T) + 18.00(Q) [1] 

In Equation [1], TSS is total suspended solids (mg L
-1

), T is turbidity (NTU) and Q is discharge (m
3
 s

-1
). 

The model has a standard error of 41 % and an adjusted R
2
 of 0.61. Also, the model and all coefficients 

are significant except the intercept. This regression model was applied to flows exceeding 0.35 m
3 

s
-1

, 

corresponding to the 20
th
 percentile exceedance probability where the semi-logarithmic flow-duration 

curve exhibits a significant change in slope. The model was also applied to all flow conditions for a 

comparative analysis, which increased annual sediment loads by about 2 %. Results from observed data 

using this regression model are summarized in Table 1. 

 

Water quality analysis, using the CCME WQI, indicated that water quality in Kerr Brook is marginal; the 

WQI score ranged from 48-57. This range was established by utilizing combinations of daily median, 

average and trimmed data for turbidity, modelled TSS, temperature and pH. The addition of more 

variables is suspected to improve this score as other sources of pollution, such as metals and nutrients, are 

anticipated to be minimal. There is no deterministic interval established for these calculations; however, 

conventional applications use discontinuous, daily data collected during relatively steady-state conditions 

(CCME 2001). The continuous, daily data used in this analysis, and inclusion of storm-event responses, 

may be deflating these results in comparison to conventional applications.  
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Table 1. Sediment yield regression results 

Observation 
Year 

Observed 
Months 

Sediment 
Yield (t) 

Monthly 
Max (t) 

Monthly 
Min (t) 

Upper 90 % 
Confidence 

Yield (t) 

Lower 90 % 
Confidence 

Yield (t) 

2009 4 417 201 24 678 170 

2010 7 379 321 0 619 152 

2011 7 326 131 0 581 110 

2012 5 213 75 0 376 72 

 

Daily vehicle loads within the Kerr Brook watershed were not observed to significantly affect water 

quality at the watershed outlet; daily turbidity statistics were not strongly correlated to daily vehicle loads. 

Filtering high flow events and turbidity outliers did not significantly improve this correlation. The only 

mild correlation was observed for the maximum daily turbidity at the upstream monitoring location 

(r=0.22). Vehicle load data used in this analysis is insufficient to conclude that vehicle stream crossing 

activity does not affect watershed water quality. Enhanced monitoring of specific timing and location of 

stream crossing activity would be required for such a conclusion. However, considering the available data 

and this analysis, point source sediment contributions from vehicle crossing activities were neglected in 

modelling efforts. 

 

Modelling Results 

The procedure for sensitivity, calibration and uncertainty analysis followed in this study provided an 

effective means to become familiar with the SWAT model, assess parameter sensitivity, optimize 

simulation performance and identify problems and limitations of this research approach. Initial sensitivity 

analysis and auto-calibration achieved reasonably strong statistics for daily flow simulations. Auto-

calibration iterations achieved P-factors in the order of 0.83 and R-factors ranging from 0.46-0.53. For 

these iterations, the NSE ranged from 0.78-0.79 and R
2
 ranged from 0.70 to 0.82. However, these results 

were achieved over a significant parameter range and included a large number of parameters (18). Over 

2,000 of the 10,000 simulation runs achieved satisfactory statistics (NSE>0.65). The manner in which this 
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exercise was conducted may have limited its value since a significant number of parameters were 

included in this analysis over a substantial parameter range. However, this identified the unfortunate issue 

of equifinality confronted by many models, where many different parameter combinations are able to 

achieve similar and realistic results (Jetten and Maneta 2011). The flashy nature of this watershed is also 

suspected to exacerbate the issue of equifinality, with extremely high storm event responses and low 

baseflow conditions. Parameter sensitivity, identified by t-stat ranking (Abbaspour 2013), also varied 

between iterations, which may be attributable to the significant degrees of freedom in this initial analysis. 

Common parameters that were sensitive in different iterations (P<0.1) were percolation rates (DEP_IMP), 

the SCS CN adjustment factor (CNCOEF), groundwater delay (GW_DELAY), soil profile depth 

(SOL_Z), canopy storage (CANMX), surface runoff lag (SURLAG) and SCS CNs. 

 

This initial sensitivity analysis identified several limitations of this model. Extended baseflow conditions 

were poorly simulated, likely due to the single aquifer concept in the SWAT model. Flow timing 

parameters also displayed limited ability to align some event peaks; peak runoff events were occasionally 

simulated one day in advance of that observed. This is likely due to the daily time-step used in the SWAT 

model compounded by the flashy nature of the watershed. 

 

The final accepted model from manual calibration achieved a total water yield with a percent difference 

of approximately 2 % during calibration years. Surface runoff, groundwater flow and deep aquifer 

recharge contributions were generally predicted within 10 % relative difference of the water balance 

derived from the baseflow filter analysis. Annual statistics for daily flow simulations were also strong 

(NSE=0.73-0.79 and R
2
=0.86-0.88). Upstream conditions were not as effectively simulated. Water 

balance components were consistently underestimated and typically ranged between 10-40 %; however, 

daily flow statistics were still strong (NSE=0.81-0.83 and R
2
=0.83-0.84). 
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Manual calibration identified several key hydrological characteristics. Flatland drainage conditions and 

selected soil types may be poorly simulated with this model. The upstream drainage area is relatively flat 

and primarily consists of Tracy Loams. Poor parameterization of these conditions may have resulted in 

the poor upstream predictions. Wetlands were also introduced in the watershed to mitigate peak flows and 

reduce total water yields. Wetland parameters were largely estimated; however, surface area and 

contributing area were approximated from Wet Area Mapping (WAM). Several wetlands were identified 

by WAM but only one sub-basin wetland significantly improved results. Wetlands were observed in the 

upstream drainage area but not integrated into the model due to under simulated water yields. Many 

wetlands in this area are also observed to be influence by beaver ponds, and beaver pond hydrology may 

be poorly simulated in SWAT. 

 

Meteorological station REM02 was the only station applied to the Kerr Brook model. Adjacent 

meteorological stations, no more than 15 km away, displayed significant variability in rainfall patterns 

during selected, intense storms. These storms generally resulted in overestimation of peak flows in the 

SWAT model. The daily rainfall values for these storms varied up to 75 % or 30 mm between adjacent 

meteorological stations. Adjusting these rainfall values in the SWAT model proved to be an effective 

approach to align some of the simulated peak flows. There is potential that the simple meteorological 

station assignment to Kerr Brook used in this approach does not adequately represent local climate 

patterns. 

 

Final auto-calibration, utilizing the GLUE program, did not significantly improve results. The number of 

parameters and parameter ranges were reduced based on knowledge gained during manual calibration. 

The SCS CN adjustment factor (CNCOEF) and maximum wetland volume (WET_MXVOL) were the 

only variables that converged to a significant value. Due to limited parameters and parameter ranges, P-

factors were very poor (<0.2), emphasizing the requirement to accept exceptional uncertainty for this 
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hydrological model. Manual calibration results were retained due to limited improvement of simulation 

results from this automated approach. 

 

Simulations during the validation period were not as effective compared to the calibration period. 

Relative percent different for the total water yield in validation simulations ranged from 2 % in 2009 to 73 

% in 2012. Other water balance components, derived from baseflow filtration, ranged from 6-96 %. 

Annual statistics for daily flow simulations were also poor (NSE=-0.46-0.47 and R
2
=0.5-0.64). Upstream 

simulations were more agreeable, with simulated water yields ranging from 12-34 % and water balance 

components ranging from 2-66 %. Annual statistics for upstream daily flow simulations were better than 

downstream simulations, but still generally poor (NSE=0.47-0.54 and R
2
=0.5-0.62). Simulated and 

observed daily downstream discharge values are displayed in Figure 4. Land cover SCS CNs for these 

results were 70, 82, 76 and 86 for forests, grasslands, brush and barren areas, respectively. The average 

annual precipitation of 1170 mm saw 57 % contribute to ET, 18 % to surface runoff, 14 % to shallow 

groundwater flow and 8 % to deep groundwater flow. Alternative baseflow filter parameters could see 

these annual groundwater and surface runoff contributions shifting in the order of 30-90 %. 

 

The model consistently overestimated fall stream flow in 2012. The first storm in the fall of 2012 saw the 

largest daily rainfall event in the simulated time period of 118 mm. It is suspected that this error may be 

attributed to a disturbance that this storm event caused to the stream channel or data level logger, 

disrupting the stage-discharge relationship of the monitoring site. However, this error may also be 

attributable to a poorly simulated storage component in the SWAT model, such as soil, surface or wetland 

storage, but this is less likely. 
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Figure 4|Simulated and observed downstream discharge. 
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Annual downstream sediment yields were generally adequate compared to the regression model from 

2009-2011 (%d=6-47 %). 2012 sediment yield were overestimated by 217 % primarily due to poorly 

simulated and/or observed flow conditions. Monthly sediment yields from the SWAT model and 

regression model are displayed in Figure 5. Simulated annual average sediment yields were in the order of 

700 t yr
-1

. This annual yield can be compared to the Black Brook watershed in New Brunswick, which is 

14.5 km
2
 covered by 10 % urban areas, 25 % forests and the remainder agricultural crops. The observed 

annual sediment yields for this watershed have ranged from 1,526-8,092 t yr
-1

, with 39 % of the load 

generally occurring during the April snow-melt period (Yang et al. 2011). Simulated erosion rates ranged 

up to 6 t ha
-1

 and 11 t ha
-1

 for grasslands and barren areas, respectively.  This corresponds to a low erosion 

class; however, most simulated HRU erosion rates were less than 6 t ha
-1

, which fall into the lowest, 

tolerable erosion class (Wall et al. 2002). Many sediment reduction processes are not simulated in this 

model, due to model and data limitations. Erosion rates are likely underestimated in the SWAT model; 

however, surface and aquatic deposition rates are also likely underestimated. 

 

Simulated upstream sediment yields were consistently overestimated compared to those estimated from 

the regression model (%d=76-384 %).This error is suspected to be attributable to the flat topography of 

the upstream drainage area, which would impact sediment transport and deposition patterns across the 

landscape. Low order streams are also thoroughly buffered with forested areas in the upstream sub-basin, 

raising conceptual model issues with filter strip definition and inter-HRU interactions.  Wetlands and 

beaver ponds may also be attributable to low sediment yields. However, wetlands were not integrated into 

the upstream drainage area because water yields and peak flow were generally underestimated, and 

wetland integration would only exacerbate this issue. Land cover area ratios between the upstream and 

downstream contributing areas are relatively the same, so cover characteristics were not suspected to be 

the source of this error. 
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Figure 5|SWAT and regression model monthly downstream sediment yield. 

High runoff baseflow filter parameters achieved better sediment results than low runoff filter parameters. 

Also, adjusting parameters, such as slope length, cover-factors, and filter strip, were capable of 

significantly affecting total sediment yields. Considering the uncertainty associated with runoff quantity 

and these other sediment parameters, there would be a considerable number of parameter sets able to 

achieve reasonable sediment yield results. Improved characterization of surface runoff quantity, cover-

factors and sediment reduction parameters would greatly increase confidence in model results. The final 

results reported for this model did not include filter parameters, slope adjustments or cover adjustments 
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because a proper calibration exercise would not consider TSS regression model results as a valid 

calibration target. 

 

Conclusion and Recommendations 

The Kerr Brook SWAT model effectively simulated stream flow conditions for three out of four years of 

observation. Sediment yields during these three years were generally agreeable with TSS regression 

model results. The best simulation predicted acceptable total water yields, excellent daily flow conditions 

and acceptable monthly sediment loads. This is not to say the model confidently simulated the natural 

hydrological and sediment cycle within Kerr Brook. Uncertainties associated with surface runoff and 

baseflow ratios, soil storage, wetland storage and deep aquifer loss may be significant. Many parameter 

combinations were capable of achieving satisfactory statistics during automated approaches. Subjective 

baseflow filtration, along with manual calibration, was the most effective means to achieve a unique 

solution in this application. 

Further advancements in this research are recommended as follows: 

 The SWAT model could be expanded to include a larger area at 5 CDSB Gagetown for 

immediate, practical application. This should include a time-series extension which would 

preferably capture well documented land cover changes;  

 An expanded data collection effort could be implemented to facilitate parameter refinement to 

improvement confidence in the model. This effort could include tracer tests for baseflow 

separation (Klaus and McDonnell 2013) and sediment fingerprinting (Mukundan et al. 2012) to 

provide additional insight into watershed hydrology and sedimentation processes;  

 Continued monitoring of event-based turbidity, flow and TSS could be used to improve the TSS 

regression analysis. This would enable the implementation of daily observed values or daily 

regression results to increase the accuracy of sediment observations for model calibration and 

validation;  
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 Remote sensing techniques, supported by field survey quality control data, could be applied to 

refine plant and cover parameters, improved characterization of wetlands and parameterize 

surface features, such as filter strips; 

 Lastly, enhancements in numerical simulations could enhance this field of study. This could see 

the application of more distributed, process-based models, such as WEPP or LISEM. 

Improvements to the SWAT model could also be conducted, such as the addition of multiple 

groundwater reservoirs or consideration of variable source areas (Easton et al. 2008). Other 

natural processes could also be studied, modelled and integrated into a watershed level context. 

This could include detailed consideration of road erosion or channel erosion processes.  

This work has demonstrated that the SWAT model is a capable tool for simulating large-scale 

hydrological and erosion processes. With continued research, hydrological and water quality impacts 

from select military activities and landscape alterations may be assessed with this model. Management 

practices, such as mulching, wetland construction and tillage operations, also have the potential to be 

simulated in this model in order to guide land management decisions. Land managers at 5 CDSB 

Gagetown have limited, quantitative understanding of watershed processes and how they are affected by 

the diverse and unique conditions of military training grounds. The scale of this area and the ability to 

affect significant change across the landscape instil significant cause to objectively manage detrimental 

impacts to the hydrological and sediment cycle. SWAT holds potential to guide the design of landscape 

alterations and mitigation efforts, and with continued research, could be an effective tool for this 

application. 
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